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Abstract This paper deals with a new system of nonlinear variational inclusion problems involving (A, η)-maximal
relaxed monotone and relative (A, η)-maximal monotone mappings in 2-uniformly smooth Banach spaces. Using the
generalized resolvent operator technique, the approximation solvability of the proposed problem is investigated. An iterative
algorithm is constructed to approximate the solution of the problem. Convergence analysis of the proposed algorithm is
investigated. Similar results are also proved for other system of variational inclusion problems involving relative (A, η)-
maximal monotone mappings and (H, η)-maximal monotone mappings.
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1. Introduction

Variational inequalities have been well studied and generalized to different directions due to its large association
with partial differential equations and optimization problems. Variational inclusion problem is a natural
generalization of variational inequality problem and it is of recent interest. Monotonicity plays a prominent role
in the solvability of variational inclusion problem. Researchers have been studied different kind of monotonicity
such as maximal monotonicity, relaxed monotonicity, H-monotonicity, A-monotonicity etc., and solved different
variational inclusion problems taking the help of such monotonicity of the underlying operator. The method based
on the resolvent operator technique is a generalization of projection method and has been widely used to solve
variational inclusion problems (see [1], [3][5], [6], [7], [9], [11] and [12]).

Peng and Zhu [14] introduced and studied a new system of variational inclusion problems involving (H, η)-
monotone operators. Verma [16] solved a new class of set valued variational inclusions involving (A, η)-monotone
operators in Hilbert space. He also studied the notion of (A, η)-maximal relaxed monotonicity in Verma [17].
He examined the sensitivity analysis for quasi-variational inclusion problems using (A, η)-maximal relaxed
monotonicity. Recently, Agarwal and Verma [2] solved a new system of variational inclusion problems involving
(A, η)-maximal relaxed monotone mappings and relative (A, η)-maximal monotone mappings in Hilbert space.

∗Correspondence to: N. K. Sahu (Email: nabindaiict@gmail.com). Dhirubhai Ambani Institute of Information and Communication
Technology, Gandhinagar, India.

ISSN 2310-5070 (online) ISSN 2311-004X (print)
Copyright c⃝ 2017 International Academic Press



N. K. SAHU, N. K. MAHATO AND RAM N. MOHAPATRA 245

More recently, Sahu et al. [15] have studied a class of A-monotone implicit variational inclusion problems in
semi-inner product spaces.

In this paper, we generalize the work of Agarwal and Verma [2] from Hilbert space to 2-uniformly smooth
Banach space. Although the results are similar, here we use different notion and techniques to solve those system
of variational inclusion problems in 2-uniformly smooth Banach space. People generally take the help of bounded
linear functionals to study those type of problems in Banach space. Instead of using arbitrary bounded linear
functionals, we take the help of semi-inner product structure introduced by Lumer [13]. Semi-inner product helps
us in a number of aspects for the smooth study of the problem. So first we afford a view of semi-inner product and
its important features that we use in our work.

Definition 1.1
(Lumer [13]) Let X be a vector space over the field F of real or complex numbers. A functional [., .] : X ×X → F
is called a semi-inner product if it satisfies the following:
1. [x+ y, z] = [x, z] + [y, z], ∀x, y, z ∈ X;
2. [λx, y] = λ[x, y], ∀λ ∈ F and x, y ∈ X;
3. [x, x] > 0, for x ̸= 0;
4. |[x, y]|2 6 [x, x][y, y].
The pair (X, [., .]) is called a semi-inner product space.

A semi-inner product space is a normed linear space with the norm ∥x∥ = [x, x]
1
2 . Every normed linear space

can be made into a semi-inner product space in infinitely many different ways. Giles [8] had shown that if the
underlying space X is a uniformly convex smooth Banach space then it is possible to define a semi-inner product
uniquely. For a detailed study and fundamental results on semi-inner product spaces, one may refer to Lumer [13],
Giles [8] and Koehler [10].

Example 1.1
The real Banach space Lp(R) for 1 < p < ∞ is a uniformly convex smooth Banach space with a unique semi-inner
product defined by

[f, g] =
1

∥g∥p−2
p

∫
R
f(t)|g(t)|p−1sgn(g(t))dt, f, g ∈ Lp(R).

Example 1.2
The real sequence space lp for 1 < p < ∞ is a uniformly convex smooth space with a unique semi-inner product
defined by

[x, y] =
1

∥y∥p−2
p

∑
i

xiyi|yi|p−2, x, y ∈ lp.

Definition 1.2
(Xu [18]) Let X be a real Banach space. The modulus of smoothness of X is defined as

ρX(t) = sup

{
∥x+ y∥+ ∥x− y∥

2
− 1 : ∥x∥ = 1, ∥y∥ = t, t > 0

}
.

X is said to be uniformly smooth if lim
t→0

ρX(t)

t
= 0.

X is said to be p-uniformly smooth if there exists a positive real constant c such that ρX(t) ≤ ctp, p > 1.
X is said to be 2-uniformly smooth if there exists a positive real constant c such that ρX(t) ≤ ct2.

Lemma 1.1
(Xu [18]) Let X be a smooth Banach space. Then the following statements are equivalent:
(i) X is 2-uniformly smooth.
(ii) There is a constant c > 0 such that for every x, y ∈ X , the following inequality holds

∥x+ y∥2 ≤ ∥x∥2 + 2⟨y, fx⟩+ c∥y∥2, (1.1)
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where fx ∈ J(x) and J(x) =
{
x∗ ∈ X∗ : ⟨x, x∗⟩ = ∥x∥2 and ∥x∗∥ = ∥x∥

}
is the normalized duality mapping,

where X∗ denotes the dual space of X and ⟨x, x∗⟩ denotes the value of the functional x∗ at x, that is x∗(x).

Remark 1.1
Every normed linear space is a semi-inner product space (see Lumer [13]). In fact by Hahn Banach theorem, for
each x ∈ X , there exists at least one functional fx ∈ X∗ such that ⟨x, fx⟩ = ∥x∥2. Given any such mapping f from
X into X∗, it has been verified that [y, x] = ⟨y, fx⟩ defines a semi-inner product. Hence we can write the inequality
(1.1) as

∥x+ y∥2 ≤ ∥x∥2 + 2[y, x] + c∥y∥2, ∀x, y ∈ X. (1.2)

The constant c is chosen with best possible minimum value. We call c, as the constant of smoothness of X .

Example 1.3
The functions space Lp is 2-uniformly smooth for p ≥ 2 and it is p-uniformly smooth for 1 < p < 2.
If 2 ≤ p < ∞, then we have for all x, y ∈ Lp,

∥x+ y∥2 ≤ ∥x∥2 + 2[y, x] + (p− 1)∥y∥2.

Here the constant of smoothness is p− 1.

2. Preliminaries

In the vicinity of the paper, we assume that X , is a real 2-uniformly smooth Banach space endowed with norm ∥.∥
and semi-inner product [., .], d is the metric induced by the norm, 2X is the power set of X , CB(X) is the set of all
closed and bounded subsets of X and D(., .) is the Housdorff metric on CB(X) defined by

D(A,B) = max
{
sup
x∈A

d(x,B), sup
y∈B

d(A, y)
}
,

where d(x,B) = inf
y∈B

d(x, y) and d(A, y) = inf
x∈A

d(x, y).

Definition 2.1
Let T,A : X → X be single valued mappings. The operator T is said to be
(i) monotone if [Tx− Ty, x− y] ≥ 0, ∀x, y ∈ X;
(ii) monotone with respect to A if [Tx− Ty,Ax−Ay] ≥ 0,∀x, y ∈ X;
(iii) strictly monotone if T is monotone and [Tx− Ty, x− y] = 0 if and only if x = y;
(iv) r-strongly monotone if there exists a constant r > 0 such that

[Tx− Ty, x− y] ≥ r∥x− y∥2, ∀x, y ∈ X;

(v) r-strongly monotone with respect to A if there exists a constant r > 0 such that

[Tx− Ty,Ax−Ay] ≥ r∥x− y∥2, ∀x, y ∈ X;

(vi) m-relaxed monotone if there exists a constant m > 0 such that

[Tx− Ty, x− y] ≥ (−m)∥x− y∥2,∀x, y ∈ X;

(vii) m-relaxed monotone with respect to A if there exists a constant m > 0 such that

[Tx− Ty,Ax−Ay] ≥ (−m)∥x− y∥2, ∀x, y ∈ X;

(viii) (c, µ)-relaxed cocoercive if there exist constant c, µ > 0 such that

[Tx− Ty, x− y] ≥ (−c)∥Tx− Ty∥2 + µ∥x− y∥2,∀x, y ∈ X;
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(ix) (c, µ)-relaxed cocoercive with respect to A if there exist constant c, µ > 0 such that

[Tx− Ty,Ax−Ay] ≥ (−c)∥Tx− Ty∥2 + µ∥x− y∥2, ∀x, y ∈ X;

(x) s-Lipschitz continuous if there exists a constant s > 0 such that

∥Tx− Ty∥ ≤ s∥x− y∥,∀x, y ∈ X.

In the following example we see that a map is not monotone but it is monotone with respect to another operator.

Example 2.1
Let T : R → R be a map defined by T (x) = −x and A : R → R be defined by A(x) = −1

2x. One can easily see
that T is not monotone, but it is monotone with respect to A.

Definition 2.2
A single valued map η : X ×X → X is said to be τ -Lipschitz continuous if there exists a constant τ > 0 such that
∥η(x, y)∥ ≤ τ∥x− y∥ for all x, y ∈ X .

Let M : X → 2X be a set valued map. We denote both the mapping and its graph by M , that is M = {(x, y) :
y ∈ M(x)}. The domain of M is defined by

D(M) = {x ∈ X : ∃y ∈ X : (x, y) ∈ M}.

The range of M is defined by

R(M) = {y ∈ X : ∃x ∈ X : (x, y) ∈ M}.

The inverse M−1 of M is {(y, x) : (x, y) ∈ M}.
For any two set valued mappings N,M : X → 2X and any real number ρ, we define

N +M = {(x, y + z) : (x, y) ∈ N, (x, z) ∈ M},
ρM = {(x, ρy) : (x, y) ∈ M}.

For a map A : X → X and a set valued map M : X → 2X , we define

A+M = {(x, y + z) : Ax = y and (x, z) ∈ M}.

Definition 2.3
Let η : X ×X → X and A : X → X be single valued mappings. Let M : X → 2X be a set valued map. Then the
map M is said to be:
(i) monotone if [u− v, x− y] ≥ 0 for all (x, u) ∈ M , (y, v) ∈ M ;
(ii) monotone with respect to A if [u− v,Ax−Ay] ≥ 0 for all (x, u) ∈ M , (y, v) ∈ M ;
(iii) η-monotone if [u− v, η(x, y)] ≥ 0 for all (x, u) ∈ M , (y, v) ∈ M ;
(iv) η-monotone with respect to A if [u− v, η(Ax,Ay)] ≥ 0 for all (x, u) ∈ M , (y, v) ∈ M ;
(v) strictly η-monotone if M is η-monotone and equality holds if and only if x = y;
(vi) (r, η)-strongly monotone if there exists a constant r > 0 such that [u− v, η(x, y)] ≥ r∥x− y∥2 for all (x, u) ∈
M , (y, v) ∈ M ;
(vii) (r, η)-strongly monotone with respect to A if there exists a constant r > 0 such that [u− v, η(Ax,Ay)] ≥
r∥x− y∥2 for all (x, u) ∈ M , (y, v) ∈ M ;
(viii) (m, η)-relaxed monotone if there exists a constant m > 0 such that [u− v, η(x, y)] ≥ (−m)∥x− y∥2 for all
(x, u) ∈ M , (y, v) ∈ M ;
(ix) (m, η)-relaxed monotone with respect to A if there exists a constant m > 0 such that [u− v, η(Ax,Ay)] ≥
(−m)∥x− y∥2 for all (x, u) ∈ M , (y, v) ∈ M ;
(x) maximal monotone if M is monotone and (I + ρM)(X) = X for all ρ > 0, where I is the identity mapping on
X;
(xi) maximal η-monotone if M is η-monotone and (I + ρM)(X) = X for all ρ > 0.
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Definition 2.4
Let A : X → X , H : X → X and η : X ×X → X be single valued mappings. Let M : X → 2X be a set valued
map. Then M is said to be:
(i) A-maximal m-relaxed monotone if M is m-relaxed monotone and (A+ ρM)(X) = X for all ρ > 0;
(ii) Relative A-maximal m-relaxed monotone if M is m-relaxed monotone with respect to A and (A+ ρM)(X) =
X for all ρ > 0;
(iii) (A, η)-maximal m-relaxed monotone if M is (m, η)-relaxed monotone and (A+ ρM)(X) = X for all ρ > 0;
(iv) Relative (A, η)-maximal m-relaxed monotone if M is (m, η)-relaxed monotone with respect to A and
(A+ ρM)(X) = X for all ρ > 0;
(v) H-maximal monotone if M is monotone and (H + ρM)(X) = X for all ρ > 0;
(vi) (H, η)-maximal monotone if M is η-monotone and (H + ρM)(X) = X for all ρ > 0.

Lemma 2.1
Let η : X ×X → X be a single valued mapping, A : X → X be a strictly η-monotone mapping, and M : X → 2X

be an (A, η)-maximal m-relaxed monotone mapping. Then the mapping (A+ ρM)−1 is single valued.

Proof
For a given u ∈ X , assume that x, y ∈ (A+ ρM)−1(u). Then we have

1

ρ
(u−A(x)) ∈ M(x);

1

ρ
(u−A(y)) ∈ M(y).

Since M is (m, η)-relaxed monotone, it follows that

1

ρ
[u−A(x)− (u−A(y)), η(x, y)] ≥ (−m)∥x− y∥2

⇒ [Ax−Ay, η(x, y)] ≤ (ρm)∥x− y∥2.

Again A is strictly η-monotone, that is [Ax−Ay, η(x, y)] ≥ 0, ∀x, y ∈ X and and equality hold if and only if
x = y. Hence we have

0 ≤ [Ax−Ay, η(x, y)] ≤ (ρm)∥x− y∥2.

This is possible only when x = y, since ρ and m are positive. Hence one can conclude that the operator
(A+ ρM)−1 is single valued.

Now we can define the generalized resolvent operator associated with (A, η)-maximal m-relaxed monotone
mapping.

Definition 2.5
Let η : X ×X → X be a single valued mapping, A : X → X be a strictly η-monotone mapping, and M : X → 2X

be an (A, η)-maximal m-relaxed monotone mapping. Then the generalized resolvent operator JA,η
ρ,M : X → X is

defined by

JA,η
ρ,M (x) = (A+ ρM)−1(x) for all x ∈ X,

where ρ is a positive constant.

Lemma 2.2
Let η : X ×X → X be a τ -Lipschitz continuous map, A : X → X be an (r, η)-strongly monotone mapping
and M : X → 2X be an (A, η)-maximal m-relaxed monotone mapping. Then the generalized resolvent operator
JA,η
ρ,M : X → X is τ

r−ρm -Lipschitz continuous for 0 < ρ < r
m .
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Proof
For any x, y ∈ X , we have

JA,η
ρ,M (x) = (A+ ρM)−1(x)

JA,η
ρ,M (y) = (A+ ρM)−1(y).

This implies that

1

ρ
{x−AJA,η

ρ,M (x)} ∈ MJA,η
ρ,M (x)

1

ρ
{y −AJA,η

ρ,M (y)} ∈ MJA,η
ρ,M (y).

Since M is (A, η)-maximal m-relaxed monotone, we have

1

ρ
[x−AJA,η

ρ,M (x)− {y −AJA,η
ρ,M (y)}, η

(
JA,η
ρ,M (x), JA,η

ρ,M (y)
)
]

=
1

ρ
[x− y − {AJA,η

ρ,M (x)−AJA,η
ρ,M (y)}, η

(
JA,η
ρ,M (x), JA,η

ρ,M (y)
)
]

≥ (−m)∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥2.

Again using the above inequality and (r, η)-strong monotonicity of A, we get

∥x− y∥∥η
(
JA,η
ρ,M (x), JA,η

ρ,M (y)
)
∥

≥ [x− y, η
(
JA,η
ρ,M (x), JA,η

ρ,M (y)
)
]

= [x− y − {AJA,η
ρ,M (x)−AJA,η

ρ,M (y)}, η
(
JA,η
ρ,M (x), JA,η

ρ,M (y)
)
]

+[AJA,η
ρ,M (x)−AJA,η

ρ,M (y), η
(
JA,η
ρ,M (x), JA,η

ρ,M (y)
)
]

≥ −ρm∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥2 + r∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥2

= (r − ρm)∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥2.

Applying the τ -Lipschitz continuity of η in the above inequality, we get

∥x− y∥τ∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥ ≥ ∥x− y∥∥η
(
JA,η
ρ,M (x), JA,η

ρ,M (y)
)
∥

≥ (r − ρm)∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥2.

This implies that

⇒ ∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥ ≤ τ

r − ρm
∥x− y∥, where 0 < ρ <

r

m
.

Lemma 2.3
Let η : X ×X → X be t-strongly monotone and τ -Lipschitz continuous, A : X → X be r-strongly monotone, and
let M : X → 2X be a relative (A, η)-maximal monotone mapping. Then the resolvent operator JA,η

ρ,M : X → X is
τ
rt -Lipschitz continuous.

Proof
For any x, y ∈ X , we have

JA,η
ρ,M (x) = (A+ ρM)−1(x)

JA,η
ρ,M (y) = (A+ ρM)−1(y).
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This implies that

1

ρ
{x−AJA,η

ρ,M (x)} ∈ MJA,η
ρ,M (x)

1

ρ
{y −AJA,η

ρ,M (y)} ∈ MJA,η
ρ,M (y).

Since M is η-monotone with respect to A, we have

1

ρ
[x− y − {AJA,η

ρ,M (x)−AJA,η
ρ,M (y)}, η

(
AJA,η

ρ,M (x), AJA,η
ρ,M (y)

)
] ≥ 0.

Using the t-strongly monotonicity of η in the above inequality, we get

[x− y, η
(
AJA,η

ρ,M (x), AJA,η
ρ,M (y)

)
] ≥ [AJA,η

ρ,M (x)−AJA,η
ρ,M (y), η

(
AJA,η

ρ,M (x), AJA,η
ρ,M (y)

)
]

≥ t∥AJA,η
ρ,M (x)−AJA,η

ρ,M (y)∥2.

Again using the τ -Lipschitz continuity of η in the above inequality, we get

∥x− y∥τ∥AJA,η
ρ,M (x)−AJA,η

ρ,M (y)∥ ≥ ∥x− y∥∥η
(
AJA,η

ρ,M (x), AJA,η
ρ,M (y)

)
∥

≥ [x− y, η
(
AJA,η

ρ,M (x), AJA,η
ρ,M (y)

)
]

≥ t∥AJA,η
ρ,M (x)−AJA,η

ρ,M (y)∥2.

⇒ ∥AJA,η
ρ,M (x)−AJA,η

ρ,M (y)∥ ≤ τ

t
∥x− y∥.

Since A is r-strongly monotone, we have

r∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥2 ≤ [AJA,η
ρ,M (x)−AJA,η

ρ,M (y), JA,η
ρ,M (x)− JA,η

ρ,M (y)]

≤ ∥AJA,η
ρ,M (x)−AJA,η

ρ,M (y)∥∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥

≤ τ

t
∥x− y∥∥JA,η

ρ,M (x)− JA,η
ρ,M (y)∥.

⇒ ∥JA,η
ρ,M (x)− JA,η

ρ,M (y)∥ ≤ τ

rt
∥x− y∥.

As the Lemma 2.1 and Lemma 2.2, we can have the following result for (H, η)-maximal monotone mapping.

Lemma 2.4
Let η : X ×X → X be a single valued mapping, H : X → X be a strictly η-monotone mapping, and M : X → 2X

be an (H, η)-maximal monotone mapping. Then the mapping (H + ρM)−1 is single valued.

Definition 2.6
Let η : X ×X → X be a single valued mapping, H : X → X be a strictly η-monotone mapping, and M : X → 2X

be an (H, η)-maximal monotone mapping. Then the generalized resolvent operator JH,η
ρ,M : X → X is defined by

JH,η
ρ,M (x) = (H + ρM)−1(x) for all x ∈ X,

where ρ is a positive constant.

Lemma 2.5
Let η : X ×X → X be a τ -Lipschitz continuous map, H : X → X be an (r, η)-strongly monotone mapping and
M : X → 2X be an (H, η)-maximal monotone mapping. Then the generalized resolvent operator JH,η

ρ,M : X → X
is τ

r -Lipschitz continuous.
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Housdorff pseudo-metric D : 2X × 2X → R ∪ {+∞} is defined as

D(A,B) = max
{
sup
x∈A

inf
y∈B

∥x− y∥, sup
x∈B

inf
y∈A

∥x− y∥
}

for that any two subsets A and B of X . When the domain 2X is restricted to the closed bounded subsets of X , then
D is the Housdorff metric.

Definition 2.7
A set valued map M : X → 2X is said to be D-Lipschitz continuous if there exists a constant ν > 0 such that

D(M(x),M(y)) ≤ ν∥x− y∥ for all x, y ∈ X.

3. System of nonlinear variational inclusion problems

In this section we state the problem that we are intended to solve and discuss its various forms. We consider
the following general system of nonlinear variational inclusion problems involving (A, η)-maximal m-relaxed
monotone mappings.

Let X1 and X2 be 2-uniformly smooth real Banach spaces, and K1 and K2 be two nonempty, closed and convex
subsets X1 and X2, respectively. Let F : X1 ×X2 → X1, G : X1 ×X2 → X2, Ai : Xi → Xi and ηi : Xi ×Xi →
Xi (i = 1, 2) be nonlinear single valued mappings. Let U : X1 → 2X1 , V : X2 → 2X2 be set valued mappings, and
let Mi : Xi → 2Xi be (Ai, ηi)-maximal mi-relaxed monotone mappings (i = 1, 2). We consider the problem of
finding an element (a, b) ∈ X1 ×X2, u ∈ U(a), v ∈ V (b) such that{

0 ∈ F (a, v) +M1(a)

0 ∈ G(u, b) +M2(b).
(3.3)

Special Cases:
Case (I): When M1(x) = ∂φ(x) and M2(y) = ∂ϕ(y) for all x ∈ X1 and y ∈ X2, where φ : X1 → R ∪ {+∞}
and ϕ : X2 → R ∪ {+∞} are two proper, convex and lower semi-continuous functionals, ∂φ and ∂ϕ are
subdifferentials of φ and ϕ, respectively. Then the problem (3.3) reduces to the following problem:
Find (a, b) ∈ X1 ×X2, u ∈ U(a), v ∈ V (b) such that

{
[F (a, v), x− a] + φ(x)− φ(a) ≥ 0,∀x ∈ X1

[G(u, b), y − b] + ϕ(y)− ϕ(b) ≥ 0,∀y ∈ X2.
(3.4)

The above system is called a system of set valued mixed variational inequality problems.
Case (II): If U and V are both identity mappings, then problem (3.4) reduces to the problem:
Find (a, b) ∈ X1 ×X2 such that{

[F (a, b), x− a] + φ(x)− φ(a) ≥ 0, ∀x ∈ X1

[G(a, b), y − b] + ϕ(y)− ϕ(b) ≥ 0,∀y ∈ X2.
(3.5)

The above nonlinear variational inequality problem was studied by Cho et al. [4].
Case (III): If M1(x) = ∂δK1(x) and M2(y) = ∂δK2(y) for all x ∈ K1 and y ∈ K2, where K1 and K2 are nonempty
closed convex subsets of X1 and X2, respectively, and δK1 and δK2 are indicator functions of K1 and K2,
respectively. Then the problem (3.4) reduces to the following problem:
Find (a, b) ∈∈ K1 ×K2 such that {

[F (a, b), x− a] ≥ 0,∀x ∈ K1

[G(a, b), y − b] ≥ 0,∀y ∈ K2.
(3.6)
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4. Existence of solution and approximation solvability

This section delineates about the existence of solution of the proposed variational inclusion problem (3.3). We start
with converting the system of variational inclusion problems into fixed point type of problems by taking the help
of generalized resolvent operator. Then we prove the existence of solutions for the system. We construct iterative
algorithm to approximate the solution of the proposed problem and discuss its convergency.

In the following theorem, an equivalent formulation of the problem (3.3) is given. Through out this section
we assume that X1 and X2 are 2- uniformly smooth real Banach spaces, and K1 and K2 be two nonempty,
closed and convex subsets X1 and X2, respectively. Let F : X1 ×X2 → X1, G : X1 ×X2 → X2, Ai : Xi → Xi

and ηi : Xi ×Xi → Xi (i = 1, 2) be nonlinear single valued mappings. Let U : X1 → 2X1 , V : X2 → 2X2 be set
valued mappings, and let Mi : Xi → 2Xi be (Ai, ηi)-maximal mi-relaxed monotone mappings (i = 1, 2).

Theorem 4.1
Let (a, b) ∈ X1 ×X2, u ∈ U(a), v ∈ V (b). Then (a, b, u, v) is a solution of the problem (3.3) if and only if
(a, b, u, v) satisfies {

a = JA1,η1

ρ1,M1

(
A1(a)− ρ1F (a, v)

)
,

b = JA2,η2

ρ2,M2

(
A2(a)− ρ2G(u, b)

)
,

(4.7)

where ρ1 and ρ2 are two positive constants.

Proof
Let (a, b, u, v) be a solution of (3.3). That is

0 ∈ F (a, v) +M1(a)

0 ∈ G(u, b) +M2(b).

This implies that

−ρ1F (a, v) ∈ ρ1M1(a).

⇒ A1(a)− ρ1F (a, v) ∈ A1(a) + ρ1M1(a) = (A1 + ρ1M1)(a).

⇒ JA1,η1

ρ1,M1

(
A1(a)− ρ1F (a, v)

)
= a.

Similarly, we can show that JA2,η2

ρ2,M2

(
A2(a)− ρ2G(u, b)

)
= b.

Conversely, assume that

a = JA1,η1

ρ1,M1

(
A1(a)− ρ1F (a, v)

)
,

b = JA2,η2

ρ2,M2

(
A2(a)− ρ2G(u, b)

)
.

This implies that

(A1 + ρ1M1)(a) = A1(a)− ρ1F (a, v).

⇒ 0 ∈ F (a, v) +M1(a).

Similarly, one can show that 0 ∈ G(u, b) +M2(b).

Using the above theorem, we can able to construct the following algorithm:

Algorithm 4.1
Step 1: Choose initial approximation (a0, b0) ∈ X1 ×X2 and u0 ∈ U(a0), v0 ∈ V (b0).
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Step 2: Construct the iteration{
ak+1 = (1− λk − δk)ak + λkJ

A1,η1

ρ1,M1

(
A1(ak)− ρ1F (ak, vk)

)
,

bk+1 = (1− λk − δk)bk + λkJ
A2,η2

ρ2,M2

(
A2(bk)− ρ2G(uk, bk)

)
,

(4.8)

where λk and δk are positive real constant such that 0 < λk + δk ≤ 1, and
lim supk≥0 λk < 1.
Step 3: Choose uk+1 ∈ U(ak+1) and vk+1 ∈ V (bk+1) such that{

∥uk+1 − uk∥ ≤ (1 + (1 + k)−1)D1(U(ak+1), U(ak)),

∥vk+1 − vk∥ ≤ (1 + (1 + k)−1)D2(V (bk+1), V (bk)),
(4.9)

where Di(., .) is the Hausdorff pseudo-metric on 2Xi for i = 1, 2.
Step 4: If ak+1, bk+1, uk+1, vk+1 satisfy (4.8) to a sufficient degree of accuracy, then stop; else set k = k + 1 and
return to Step 2.

Theorem 4.2
Let ηi : Xi ×Xi → Xi be τi-Lipschitz continuous, Ai : Xi → Xi be (ri, ηi)-strongly monotone and βi-Lipschitz
continuous, and let Mi : Xi → 2Xi be (Ai, ηi)-maximal mi-relaxed monotone mappings for i = 1, 2. Let U : X1 →
C(X1) be D1 − γ1-Lipschitz continuous and V : X2 → C(X2) be D2 − γ2-Lipschitz continuous. Let F : X1 ×
X2 → X1 be a nonlinear mapping such that for any given (a, b) ∈ X1 ×X2, F (., b) is (c1, µ1)-relaxed cocoercive
with respect to A1 and α1-Lipschitz continuous, and F (a, .) is ξ1-Lipschitz continuous. Let G : X1 ×X2 → X2

be another nonlinear mapping such that for any given (x, y) ∈ X1 ×X2, G(x, .) is (c2, µ2)-relaxed cocoercive
with respect to A2 and α2-Lipschitz continuous, and G(., y) is ξ2-Lipschitz continuous. If there exist positive real
constants ρ1, ρ2 such that{

τ1(r2 − ρ2m2)
√

β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 + τ2(r1 − ρ1m1)ρ2ξ2γ1 < e,

τ2(r1 − ρ1m1)
√

β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 + τ1(r2 − ρ2m2)ρ1ξ1γ2 < e,

(4.10)

where e = (r1 − ρ1m1)(r2 − ρ2m2). Then the variational inclusion problem (3.3) has a solution (a, b, u, v). The
iterative sequences {ak}, {bk}, {uk}, {vk} generated by Algorithm 4.1 converge strongly to the solution (a, b, u, v).

Proof
Using the Algorithm 4.1 and Lemma 2.2, we have

∥ak+1 − ak∥
= ∥(1− λk − δk)ak + λkJ

A1,η1

ρ1,M1

(
A1(ak)− ρ1F (ak, vk)

)
−(1− λk − δk)ak−1 + λkJ

A1,η1

ρ1,M1

(
A1(ak−1)− ρ1F (ak−1, vk−1)

)
∥

≤ (1− λk − δk)∥ak − ak−1∥
+λk∥JA1,η1

ρ1,M1

(
A1(ak)− ρ1F (ak, vk)

)
− JA1,η1

ρ1,M1

(
A1(ak−1)− ρ1F (ak−1, vk−1)

)
∥

≤ (1− λk − δk)∥ak − ak−1∥

+λk
τ1

r1 − ρ1m1
∥A1(ak)−A1(ak−1)− ρ1

(
F (ak, vk)− F (ak−1, vk−1)

)
∥

≤ (1− λk)∥ak − ak−1∥

+λk
τ1

r1 − ρ1m1
∥A1(ak)−A1(ak−1)− ρ1

(
F (ak, vk)− F (ak−1, vk)

)
∥

+λk
τ1

r1 − ρ1m1
ρ1∥F (ak−1, vk)− F (ak−1, vk−1)∥. (4.11)
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Similarly, we can estimate

∥bk+1 − bk∥
≤ (1− λk)∥bk − bk−1∥

+λk
τ2

r2 − ρ2m2
∥A2(bk)−A2(bk−1)− ρ2

(
G(uk, bk)−G(uk, bk−1)

)
∥

+λk
τ2

r2 − ρ2m2
ρ2∥G(uk, bk−1)−G(uk−1, bk−1)∥. (4.12)

It is given that Ai are βi-Lipschitz continuous for i = 1, 2, F (., b) is (c1, µ1)-relaxed cocoercive with respect to A1

and α1-Lipschitz continuous, G(x, .) is (c2, µ2)-relaxed cocoercive with respect to A2 and α2-Lipschitz continuous.
Hence we estimate

∥A1(ak)−A1(ak−1)− ρ1
(
F (ak, vk)− F (ak−1, vk)

)
∥2

≤ ∥A1(ak)−A1(ak−1)∥2 − 2ρ1[F (ak, vk)− F (ak−1, vk), A1(ak)−A1(ak−1)]

+Cρ21∥F (ak, vk)− F (ak−1, vk)∥2

≤ β2
1∥ak − ak−1∥2 − 2ρ1{−c1∥F (ak, vk)− F (ak−1, vk)∥2 + µ1∥ak − ak−1∥2}

+Cρ21α
2
1∥ak − ak−1∥2

≤ β2
1∥ak − ak−1∥2 + 2c1ρ1α

2
1∥ak − ak−1∥2 − 2ρ1µ1∥ak − ak−1∥2 + Cρ21α

2
1∥ak − ak−1∥2

=
(
β2
1 + 2c1ρ1α

2
1 − 2ρ1µ1 + Cρ21α

2
1

)
∥ak − ak−1∥2

This implies that

∥A1(ak)−A1(ak−1)− ρ1
(
F (ak, vk)− F (ak−1, vk)

)
∥

≤
√

β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 ∥ak − ak−1∥. (4.13)

Similarly, we have

∥A2(bk)−A2(bk−1)− ρ2
(
G(uk, bk)−G(uk, bk−1)

)
∥

≤
√

β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 ∥bk − bk−1∥. (4.14)

Again, since F (a, .) is ξ1-Lipschitz continuous and V is D2 − γ2-Lipschitz continuous, we have

∥F (ak−1, vk)− F (ak−1, vk−1)∥ ≤ ξ1∥vk − vk−1∥
≤ ξ1(1 + n−1)D2(V (bk, V (bk−1))

≤ ξ1(1 + n−1)γ2∥bk − bk−1∥. (4.15)

Similarly, since G(., y) is ξ2-Lipschitz continuous and U is D1 − γ1-Lipschitz continuous, we have

∥G(uk, bk−1)−G(uk−1, bk−1)∥ ≤ ξ2(1 + n−1)γ1∥ak − ak−1∥. (4.16)

Putting (4.13) and (4.15) in (4.11), we get

∥ak+1 − ak∥

≤ (1− λk)∥ak − ak−1∥+ λk
τ1

r1 − ρ1m1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 ∥ak − ak−1∥

+λk
τ1

r1 − ρ1m1
ρ1ξ1(1 + n−1)γ2∥bk − bk−1∥. (4.17)
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Similarly, using (4.14) and (4.16) in (4.12), we get

∥bk+1 − bk∥

≤ (1− λk)∥bk − bk−1∥+ λk
τ2

r2 − ρ2m2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 ∥bk − bk−1∥

+λk
τ2

r2 − ρ2m2
ρ2ξ2(1 + n−1)γ1∥ak − ak−1∥. (4.18)

Hence

∥ak+1 − ak∥+ ∥bk+1 − bk∥

≤
(
1− λk + λk

τ1
r1 − ρ1m1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1

+λk
τ2

r2 − ρ2m2
ρ2ξ2(1 + n−1)γ1

)
∥ak − ak−1∥

+
(
1− λk + λk

τ2
r2 − ρ2m2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2

+λk
τ1

r1 − ρ1m1
ρ1ξ1(1 + n−1)γ2

)
∥bk − bk−1∥

≤ (1− λk(1− θk))(∥ak − ak−1∥+ ∥bk − bk−1∥)
≤ (1−△(1− θk))(∥ak − ak−1∥+ ∥bk − bk−1∥), (4.19)

where

θk = max
{ τ1
r1 − ρ1m1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 +

τ2
r2 − ρ2m2

ρ2ξ2(1 + n−1)γ1,

τ2
r2 − ρ2m2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 +

τ1
r1 − ρ1m1

ρ1ξ1(1 + n−1)γ2
}
,

and △ = lim supk≥0 λk < 1.
We see that θk → θ as k → ∞, where

θ = max
{ τ1
r1 − ρ1m1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 +

τ2
r2 − ρ2m2

ρ2ξ2γ1,

τ2
r2 − ρ2m2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 +

τ1
r1 − ρ1m1

ρ1ξ1γ2
}
.

The assumption (4.10) assures that 0 < θ < 1. Therefore, by (4.19) and 0 < λk + δk ≤ 1 implies that {ak} and
{bk} are both Cauchy sequences. Since the spaces X1 and X2 are complete, there exist a ∈ X1 and b ∈ X2 such
that ak → a and bk → b as k → ∞.
Next we prove that uk → u ∈ U(a) and vk → v ∈ V (b) as k → ∞. The inequalities (4.15) and (4.16) guarantee
that {uk} and {vk} are also Cauchy sequences. Therefore there exist u ∈ X1 and v ∈ X2 such that uk → u and
vk → v as k → ∞. Moreover,

d(u,U(a)) = inf{∥u− t∥ : t ∈ U(a)} ≤ ∥u− uk∥+ d(uk, U(a))

≤ ∥u− uk∥+D1(U(ak), U(a))

≤ ∥u− uk∥+ ξ1∥ak − a∥ → 0.

Since U(a) is closed, we have u ∈ U(a). Similarly, we can show that v ∈ V (b).
Finally, applying the continuity property of A1, F,A2, G and the continuity of the generalized resolvent operator,
we get {

a = JA1,η1

ρ1,M1

(
A1(a)− ρ1F (a, v)

)
,

b = JA2,η2

ρ2,M2

(
A2(a)− ρ2G(u, b)

)
.

Because of Theorem 4.1, we conclude that (a, b, u, v) is a solution of the variational inclusion problem (3.3).
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If we replace the relaxed cocoercivity condition by strong monotonicity condition on the maps F (., b) and
G(x, .), then we get the following result. We write it in the form of a corollary.

Corollary 4.1
Let ηi : Xi ×Xi → Xi be τi-Lipschitz continuous, Ai : Xi → Xi be (ri, ηi)-strongly monotone and βi-Lipschitz
continuous, and let Mi : Xi → 2Xi be (Ai, ηi)-maximal mi-relaxed monotone mappings for i = 1, 2. Let U :
X1 → C(X1) be D1 − γ1-Lipschitz continuous and V : X2 → C(X2) be D2 − γ2-Lipschitz continuous. Let F :
X1 ×X2 → X1 be a nonlinear mapping such that for any given (a, b) ∈ X1 ×X2, F (., b) is µ1-strongly monotone
with respect to A1 and α1-Lipschitz continuous, and F (a, .) is ξ1-Lipschitz continuous. Let G : X1 ×X2 → X2 be
another nonlinear mapping such that for any given (x, y) ∈ X1 ×X2, G(x, .) is µ2-strongly monotone with respect
to A2 and α2-Lipschitz continuous, and G(., y) is ξ2-Lipschitz continuous. If there exist positive real constants
ρ1, ρ2 such that

{
τ1(r2 − ρ2m2)

√
β2
1 − 2ρ1µ1 + Cρ21α

2
1 + τ2(r1 − ρ1m1)ρ2ξ2γ1 < e,

τ2(r1 − ρ1m1)
√

β2
2 − 2ρ2µ2 + Cρ22α

2
2 + τ1(r2 − ρ2m2)ρ1ξ1γ2 < e,

(4.20)

where e = (r1 − ρ1m1)(r2 − ρ2m2). Then the variational inclusion problem (3.3) has a solution (a, b, u, v). The
iterative sequences {ak}, {bk}, {uk}, {vk} generated by Algorithm 4.1 converge strongly to the solution (a, b, u, v).

In the following theorem we impose the relative (Ai, ηi)-maximal monotonicity on the set valued map M . The
proof is similar as that of Theorem 4.5, but as the relax condition on M is removed and different conditions on η
and A are imposed, so we include the proof.

Theorem 4.3
Let ηi : Xi ×Xi → Xi be ti-strongly monotone and τi-Lipschitz continuous, Ai : Xi → Xi be ri-strongly
monotone and βi-Lipschitz continuous, and let Mi : Xi → 2Xi be relative (Ai, ηi)-maximal monotone mappings
for i = 1, 2. Let U : X1 → C(X1) be D1 − γ1-Lipschitz continuous and V : X2 → C(X2) be D2 − γ2-Lipschitz
continuous. Let F : X1 ×X2 → X1 be a nonlinear mapping such that for any given (a, b) ∈ X1 ×X2, F (., b) is
(c1, µ1)-relaxed cocoercive with respect to A1 and α1-Lipschitz continuous, and F (a, .) is ξ1-Lipschitz continuous.
Let G : X1 ×X2 → X2 be another nonlinear mapping such that for any given (x, y) ∈ X1 ×X2, G(x, .) is (c2, µ2)-
relaxed cocoercive with respect to A2 and α2-Lipschitz continuous, and G(., y) is ξ2-Lipschitz continuous. If there
exist positive real constants ρ1, ρ2 such that

{
τ1r2t2

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 + τ2r1t1ρ2ξ2γ1 < r1r2t1t2,

τ2r1t1
√

β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 + τ1r2t2ρ1ξ1γ2 < r1r2t1t2.

(4.21)

Then the variational inclusion problem (3.3) has a solution (a, b, u, v). The iterative sequences
{ak}, {bk}, {uk}, {vk} generated by Algorithm 4.1 converge strongly to the solution (a, b, u, v).
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Proof
Using the Algorithm 4.1 and Lemma 2.3, we have

∥ak+1 − ak∥
= ∥(1− λk − δk)ak + λkJ

A1,η1

ρ1,M1

(
A1(ak)− ρ1F (ak, vk)

)
−(1− λk − δk)ak−1 + λkJ

A1,η1

ρ1,M1

(
A1(ak−1)− ρ1F (ak−1, vk−1)

)
∥

≤ (1− λk − δk)∥ak − ak−1∥
+λk∥JA1,η1

ρ1,M1

(
A1(ak)− ρ1F (ak, vk)

)
− JA1,η1

ρ1,M1

(
A1(ak−1)− ρ1F (ak−1, vk−1)

)
∥

≤ (1− λk − δk)∥ak − ak−1∥

+λk
τ1
r1t1

∥A1(ak)−A1(ak−1)− ρ1
(
F (ak, vk)− F (ak−1, vk−1)

)
∥

≤ (1− λk)∥ak − ak−1∥

+λk
τ1
r1t1

∥A1(ak)−A1(ak−1)− ρ1
(
F (ak, vk)− F (ak−1, vk)

)
∥

+λk
τ1
r1t1

ρ1∥F (ak−1, vk)− F (ak−1, vk−1)∥. (4.22)

Similarly, we can estimate

∥bk+1 − bk∥
≤ (1− λk)∥bk − bk−1∥

+λk
τ2
r2t2

∥A2(bk)−A2(bk−1)− ρ2
(
G(uk, bk)−G(uk, bk−1)

)
∥

+λk
τ2
r2t2

ρ2∥G(uk, bk−1)−G(uk−1, bk−1)∥. (4.23)

It is given that Ai are βi-Lipschitz continuous for i = 1, 2, F (., b) is (c1, µ1)-relaxed cocoercive with respect to A1

and α1-Lipschitz continuous, G(x, .) is (c2, µ2)-relaxed cocoercive with respect to A2 and α2-Lipschitz continuous.
Hence we estimate

∥A1(ak)−A1(ak−1)− ρ1
(
F (ak, vk)− F (ak−1, vk)

)
∥2

≤ ∥A1(ak)−A1(ak−1)∥2 − 2ρ1[F (ak, vk)− F (ak−1, vk), A1(ak)−A1(ak−1)]

+Cρ21∥F (ak, vk)− F (ak−1, vk)∥2

≤ β2
1∥ak − ak−1∥2 − 2ρ1{−c1∥F (ak, vk)− F (ak−1, vk)∥2 + µ1∥ak − ak−1∥2}

+Cρ21α
2
1∥ak − ak−1∥2

≤ β2
1∥ak − ak−1∥2 + 2c1ρ1α

2
1∥ak − ak−1∥2 − 2ρ1µ1∥ak − ak−1∥2 + Cρ21α

2
1∥ak − ak−1∥2

=
(
β2
1 + 2c1ρ1α

2
1 − 2ρ1µ1 + Cρ21α

2
1

)
∥ak − ak−1∥2

This implies that

∥A1(ak)−A1(ak−1)− ρ1
(
F (ak, vk)− F (ak−1, vk)

)
∥

≤
√

β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 ∥ak − ak−1∥. (4.24)

Similarly, we have

∥A2(bk)−A2(bk−1)− ρ2
(
G(uk, bk)−G(uk, bk−1)

)
∥

≤
√

β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 ∥bk − bk−1∥. (4.25)
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Again, since F (a, .) is ξ1-Lipschitz continuous and V is D2 − γ2-Lipschitz continuous, we have

∥F (ak−1, vk)− F (ak−1, vk−1)∥ ≤ ξ1∥vk − vk−1∥
≤ ξ1(1 + n−1)D2(V (bk, V (bk−1))

≤ ξ1(1 + n−1)γ2∥bk − bk−1∥. (4.26)

Similarly, since G(., y) is ξ2-Lipschitz continuous and U is D1 − γ1-Lipschitz continuous, we have

∥G(uk, bk−1)−G(uk−1, bk−1)∥ ≤ ξ2(1 + n−1)γ1∥ak − ak−1∥. (4.27)

Putting (4.24) and (4.26) in (4.22), we get

∥ak+1 − ak∥

≤ (1− λk)∥ak − ak−1∥+ λk
τ1
r1t1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 ∥ak − ak−1∥

+λk
τ1
r1t1

ρ1ξ1(1 + n−1)γ2∥bk − bk−1∥. (4.28)

Similarly, using (4.25) and (4.27) in (4.23), we get

∥bk+1 − bk∥

≤ (1− λk)∥bk − bk−1∥+ λk
τ2
r2t2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 ∥bk − bk−1∥

+λk
τ2
r2t2

ρ2ξ2(1 + n−1)γ1∥ak − ak−1∥. (4.29)

Hence

∥ak+1 − ak∥+ ∥bk+1 − bk∥

≤
(
1− λk + λk

τ1
r1t1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1

+λk
τ2
r2t2

ρ2ξ2(1 + n−1)γ1
)
∥ak − ak−1∥

+
(
1− λk + λk

τ2
r2t2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2

+λk
τ1
r1t1

ρ1ξ1(1 + n−1)γ2
)
∥bk − bk−1∥

≤ (1− λk(1− θk))(∥ak − ak−1∥+ ∥bk − bk−1∥)
≤ (1−△(1− θk))(∥ak − ak−1∥+ ∥bk − bk−1∥), (4.30)

where

θk = max
{ τ1
r1t1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 +

τ2
r2t2

ρ2ξ2(1 + n−1)γ1,

τ2
r2t2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 +

τ1
r1t1

ρ1ξ1(1 + n−1)γ2
}
,

and △ = lim supk≥0 λk < 1.
We see that θk → θ as k → ∞, where

θ = max
{ τ1
r1t1

√
β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 +

τ2
r2t2

ρ2ξ2γ1,

τ2
r2t2

√
β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 +

τ1
r1t1

ρ1ξ1γ2
}
.

Stat., Optim. Inf. Comput. Vol. 5, September 2017



N. K. SAHU, N. K. MAHATO AND RAM N. MOHAPATRA 259

The assumption (4.21) assures that 0 < θ < 1. Therefore, by (4.30) and 0 < λk + δk ≤ 1 implies that {ak} and
{bk} are both Cauchy sequences. Since the spaces X1 and X2 are complete, there exist a ∈ X1 and b ∈ X2 such
that ak → a and bk → b as k → ∞.
Next we prove that uk → u ∈ U(a) and vk → v ∈ V (b) as k → ∞. The inequalities (4.26) and (4.27) guarantee
that {uk} and {vk} are also Cauchy sequences. Therefore there exist u ∈ X1 and v ∈ X2 such that uk → u and
vk → v as k → ∞. Moreover,

d(u,U(a)) = inf{∥u− t∥ : t ∈ U(a)} ≤ ∥u− uk∥+ d(uk, U(a))

≤ ∥u− uk∥+D1(U(ak), U(a))

≤ ∥u− uk∥+ ξ1∥ak − a∥ → 0.

Since U(a) is closed, we have u ∈ U(a). Similarly, we can show that v ∈ V (b).
Finally, applying the continuity property of A1, F,A2, G and the continuity of the generalized resolvent operator,
we get {

a = JA1,η1

ρ1,M1

(
A1(a)− ρ1F (a, v)

)
,

b = JA2,η2

ρ2,M2

(
A2(a)− ρ2G(u, b)

)
.

Because of Theorem 4.1, we conclude that (a, b, u, v) is a solution of the variational inclusion problem (3.3).

If we replace the relaxed cocoercivity condition by strong monotonicity condition on the maps F (., b) and
G(x, .), then we get the following result. We write it in the form of a corollary.

Corollary 4.2
Let ηi : Xi ×Xi → Xi be ti-strongly monotone and τi-Lipschitz continuous, Ai : Xi → Xi be ri-strongly
monotone and βi-Lipschitz continuous, and let Mi : Xi → 2Xi be relative (Ai, ηi)-maximal monotone mappings
for i = 1, 2. Let U : X1 → C(X1) be D1 − γ1-Lipschitz continuous and V : X2 → C(X2) be D2 − γ2-Lipschitz
continuous. Let F : X1 ×X2 → X1 be a nonlinear mapping such that for any given (a, b) ∈ X1 ×X2, F (., b) is
µ1-strongly monotone with respect to A1 and α1-Lipschitz continuous, and F (a, .) is ξ1-Lipschitz continuous. Let
G : X1 ×X2 → X2 be another nonlinear mapping such that for any given (x, y) ∈ X1 ×X2, G(x, .) is µ2-strongly
monotone with respect to A2 and α2-Lipschitz continuous, and G(., y) is ξ2-Lipschitz continuous. If there exist
positive real constants ρ1, ρ2 such that{

τ1r2t2
√

β2
1 − 2ρ1µ1 + Cρ21α

2
1 + τ2r1t1ρ2ξ2γ1 < r1r2t1t2,

τ2r1t1
√

β2
2 − 2ρ2µ2 + Cρ22α

2
2 + τ1r2t2ρ1ξ1γ2 < r1r2t1t2.

(4.31)

Then the variational inclusion problem (3.3) has a solution (a, b, u, v). The iterative sequences
{ak}, {bk}, {uk}, {vk} generated by Algorithm 4.1 converge strongly to the solution (a, b, u, v).

Next we study the solvability of the system of variational inclusion problems (3.3) involving (H, η)-maximal
monotonicity instead of (A, η)-maximal relaxed monotonicity. As in the earlier case, we convert the problem to
another equivalent form. Then construct an iterative algorithm using the equivalent form. Finally, we study the
convergency of the iterative method to the solution of the problem (3.3). The idea of the proof are similar. So we
state the results without proof.

Let X1 and X2 are 2-uniformly smooth Banach spaces. Let F : X1 ×X2 → X1, G : X1 ×X2 → X2, Hi : Xi →
Xi and ηi : Xi ×Xi → Xi (i = 1, 2) be nonlinear single valued mappings. Let U : X1 → 2X1 , V : X2 → 2X2 be
set valued mappings, and let Mi : Xi → 2Xi be (Hi, ηi)-maximal monotone mappings (i = 1, 2).

Theorem 4.4
Let (a, b) ∈ X1 ×X2, u ∈ U(a), v ∈ V (b). Then (a, b, u, v) is a solution of the problem (3.3) if and only if
(a, b, u, v) satisfies {

a = JH1,η1

ρ1,M1

(
H1(a)− ρ1F (a, v)

)
,

b = JH2,η2

ρ2,M2

(
H2(a)− ρ2G(u, b)

)
,
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where ρ1 and ρ2 are two positive constants.

Using the above theorem, we can able to construct the following algorithm:

Algorithm 4.2
Step 1: Choose initial approximation (a0, b0) ∈ X1 ×X2 and u0 ∈ U(a0), v0 ∈ V (b0).
Step 2: Construct the iteration{

ak+1 = (1− λk − δk)ak + λkJ
H1,η1

ρ1,M1

(
H1(ak)− ρ1F (ak, vk)

)
,

bk+1 = (1− λk − δk)bk + λkJ
H2,η2

ρ2,M2

(
H2(bk)− ρ2G(uk, bk)

)
,

(4.32)

where λk and δk are positive real constant such that 0 < λk + δk ≤ 1, and
lim supk≥0 λk < 1.
Step 3: Choose uk+1 ∈ U(ak+1) and vk+1 ∈ V (bk+1) such that{

∥uk+1 − uk∥ ≤ (1 + (1 + k)−1)D1(U(ak+1), U(ak)),

∥vk+1 − vk∥ ≤ (1 + (1 + k)−1)D2(V (bk+1), V (bk)),

where Di(., .) is the Hausdorff pseudo-metric on 2Xi for i = 1, 2.
Step 4: If ak+1, bk+1, uk+1, vk+1 satisfy (4.32) to a sufficient degree of accuracy, then stop; else set k = k + 1 and
return to Step 2.

Theorem 4.5
Let ηi : Xi ×Xi → Xi be τi-Lipschitz continuous, Hi : Xi → Xi be (ri, ηi)-strongly monotone and βi-Lipschitz
continuous, and let Mi : Xi → 2Xi be (Hi, ηi)-maximal monotone mappings for i = 1, 2. Let U : X1 → C(X1) be
D1 − γ1-Lipschitz continuous and V : X2 → C(X2) be D2 − γ2-Lipschitz continuous. Let F : X1 ×X2 → X1 be
a nonlinear mapping such that for any given (a, b) ∈ X1 ×X2, F (., b) is (c1, µ1)-relaxed cocoercive with respect
to H1 and α1-Lipschitz continuous, and F (a, .) is ξ1-Lipschitz continuous. Let G : X1 ×X2 → X2 be another
nonlinear mapping such that for any given (x, y) ∈ X1 ×X2, G(x, .) is (c2, µ2)-relaxed cocoercive with respect to
H2 and α2-Lipschitz continuous, and G(., y) is ξ2-Lipschitz continuous. If there exist positive real constants ρ1, ρ2
such that {

τ1r2
√

β2
1 + 2c1ρ1α2

1 − 2ρ1µ1 + Cρ21α
2
1 + τ2r1ρ2ξ2γ1 < r1r2,

τ2r1
√

β2
2 + 2c2ρ2α2

2 − 2ρ2µ2 + Cρ22α
2
2 + τ1r2ρ1ξ1γ2 < r1r2.

Then the variational inclusion problem (3.3) has a solution (a, b, u, v). The iterative sequences
{ak}, {bk}, {uk}, {vk} generated by Algorithm 4.2 converge strongly to the solution (a, b, u, v).

5. Conclusion

A new system of nonlinear variational inclusion problems involving (A, η)-maximal relaxed monotone mappings
has been introduced in 2-uniformly smooth Banach spaces. Using the generalized resolvent operator technique,
an iterative algorithm has been constructed to solve the proposed system, and the convergence analysis of the
algorithm has been investigated. Moreover the obtained results are generalized to solve the system of variational
inclusions involving relative (A, η)-maximal relaxed monotone mappings. The obtained results generalize most of
the results investigated in the literature, and offer a wide range of applications to future research on the sensitivity
analysis, variational inclusion problems, variational inequality problems in Banach spaces.
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