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Introduction

In this paper, we will solve the minimax estimation problem for solutions of the first order linear hyperbolic equation system under uncertain data.

Such problems appear in the frequent situation when the right-hand sides of the equations and initial conditions are not known exactly but only satisfy certain restrictions.

To solve the estimation problems we must have supplementary data (observations)

\[ y = C\varphi + \eta, \]

where \( \varphi \) is unknown solution, \( C \) is an operator that specifies the method of measuring and \( \eta \) is the measurement error. As a rule, this error is not known and belongs to a certain given set and the operator is not invertible. Therefore, in general, from given \( y \), it is not possible to uniquely reconstruct the sought-for solution \( \varphi \) and, consequently, quantity \( l(\varphi) \), where \( l \) is a given linear continuous functional. We see that a natural problem arises: to determine an estimate \( \hat{l}(\varphi) \) which would provide the best (in a certain sense) approximation to the sought-for \( l(\varphi) \).

We assume that right-hand sides of equations and initial conditions are unknown and belong to the given bounded subsets of the space of all square integrable functions. It is supposed also that a class of noisy observations distributed on a finite system of bounded domains and observation errors (noises) are realizations of the stochastic processes, with unknown moment functions of the second order also belonging to certain given subsets.

To solve such problems with the lack of reliable information about the distribution of random perturbations, the following approach is used. We are looking for linear with respect to observations optimal estimates of solutions of the considered systems of equations from the condition of minimum of maximal mean square error of estimation taken over the above subsets. Such estimates are called minimax estimates.
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This approach makes it possible to find optimal estimations of unknown solutions, corresponding to the “worst” cases of perturbations.

The above mentioned estimation problems are of major significance in many areas of applied physics – applied electromagnetics and acoustics. Therefore, comprehensive theoretical analysis of estimation techniques is an urgent task.

We elaborate constructive methods for obtaining such estimates, which is expressed in terms of solutions of special integro-differential equations.

Similar approach was applied for solving estimation problems for other types of ordinary and partial differential equations (see [5]-[13] and literature therein).

1. Preliminaries and auxiliary results

In this paper we denote matrices by bold capital letters and vectors by bold lower case letters. Denote by \( H^m(\mathbb{R}^n) \) the set of all functions \( f \) of \( L^2(\mathbb{R}^n) \) whose derivatives up to the order \( m \) (in the distribution sense) belong to \( L^2(\mathbb{R}^n) \) and by \( C^m([0, T]; E) \) the set of all continuously differentiable functions \( u(t) \ (t \in [0, T]) \) with values in Hilbert space \( E \).

Further, we will use the fact that for any \( f, g \in H^1(\mathbb{R}^n) \) there holds

\[
\left( f, \frac{\partial g}{\partial x_i} \right)_{L^2(\mathbb{R}^n)} = - \left( \frac{\partial f}{\partial x_i}, g \right)_{L^2(\mathbb{R}^n)}, \quad i = 1, \ldots, n, \tag{1.1}
\]

and for any functions \( u, v \in C^1([0, T]; E) \) the following integration by parts formula is valid:

\[
\int_0^T \left( \frac{du(t)}{dt}, v \right)_E dt + \int_0^T \left( \frac{dv(t)}{dt}, u \right)_E dt = (u(T), v(T))_E - (u(0), v(0))_E, \tag{1.2}
\]

where \( (\cdot, \cdot)_E \) is the inner product in \( E \) (see [2, 3]).

Introduce the Hilbert space \( L^2(\mathbb{R}^n \times (0, T)) \) with the inner product

\[
(\mathbf{u}, \mathbf{v})_{L^2(\mathbb{R}^n \times (0, T))} = \int_0^T \int_{\mathbb{R}^n} \sum_{i=1}^{N} u_i(x,t)v_i(x,t) \, dx \, dt
\]

and the Hilbert space \( L^2(0, T; (H^s(\mathbb{R}^n))^N) \) consisting of the functions of \( t \) with values in the space \( (H^s(\mathbb{R}^n))^N \) and norm

\[
\| \mathbf{u} \|_s = \left( \int_0^T \| \mathbf{u}(t, \cdot) \|^2_s \, dt \right)^{1/2},
\]

where \( \| \mathbf{f} \|_s \) is the norm of the vector-valued function \( \mathbf{f} \) in the Sobolev space \( (H^s(\mathbb{R}^n))^N \).

Consider the first order hyperbolic system

\[
\frac{\partial \varphi(x,t)}{\partial t} - \sum_{k=1}^{n} A_k(x,t) \frac{\partial \varphi(x,t)}{\partial x_k} - B(x,t)\varphi(x,t) = \mathbf{f}(x,t), \quad (x,t) \in \mathbb{R}^n \times (0, T), \tag{1.3}
\]

where

\[
\mathbf{f}(x,t) = (f_1(x,t), \ldots, f_N(x,t))^T, \quad \varphi(x,t) = (\varphi_1(x,t), \ldots, \varphi_N(x,t))^T,
\]

\( B(x,t) = [b_{ij}(x,t)] \) is \( N \times N \)-matrix, \( A_k(x,t) = [a_{ij}^{(k)}(x,t)] \) \((k = 1, 2, \ldots, n)\) are symmetric matrices of order \( N \), whose elements \( b_{ij}(x,t), \ a_{ij}^{(k)}(x,t) \) are sufficiently smooth functions of \( (x,t) \), bounded as well as their derivatives.
By Friedrichs’ theorem (see [1]), for any initial data \( \varphi_0 \in H^1(\mathbb{R}^n)^N \) and for \( f \in L^2(0, T; H^1(\mathbb{R}^n)^N) \) there exists a unique solution \( \varphi \) of the system (1.3) such that \( \varphi \in C^0([0, T]; H^1(\mathbb{R}^n)^N) \cap C^1([0, T]; L^2(\mathbb{R}^n)^N) \) and

\[
\varphi(x, 0) = \varphi(x, 0) = \varphi(x) .
\]

Furthermore, there exists \( C > 0 \) (independent of \( f \) and \( \varphi_0 \)) such that for all \( t \in [0, T] \)

\[
\|\varphi(\cdot, t)\|_1^2 \leq C \left( \|\varphi_0\|_1^2 + \int_0^t \|f(\tau)\|_1^2 d\tau \right).
\]

It follows immediately from Friedrichs’ theorem that for any \( g \in L^2(0, T; H^1(\mathbb{R}^n)^N) \) and \( \psi_0(x) \in H^1(\mathbb{R}^n)^N \) the following problem formally adjoint to (1.3)–(1.4):

\[
- \frac{\partial \psi(x, t)}{\partial t} + \sum_{k=1}^{n} A_k(x, t) \frac{\partial \psi(x, t)}{\partial x_k} + \left( \sum_{k=1}^{n} \frac{\partial A_k(x, t)}{\partial x_k} (B(x, t))^T \right) \psi(x, t) = g, \quad (x, t) \in \mathbb{R}^n \times (0, T),
\]

\[
\psi(x, T) = \psi_0(x), \quad x \in \mathbb{R}^n
\]

has a unique solution \( \psi \in C^0([0, T]; H^1(\mathbb{R}^n)^N) \cap C^1([0, T]; L^2(\mathbb{R}^n)^N) \) and the following a priori estimate is valid

\[
\|\psi(\cdot, t)\|_1^2 \leq C \left( \|\psi_0\|_1^2 + \int_0^T \|g(\tau)\|_1^2 d\tau \right), \quad t \in [0, T].
\]

2. Statement of the problem

We now assume that in (1.3) and (1.4) the vector-functions \( f(x, t) \) and \( \varphi_0(x) \) are unknown and belong to the set

\[
G_0 := \left\{ \tilde{F} := (\tilde{f}, \tilde{\varphi}_0) \in L^2(0, T; H^1(\mathbb{R}^n)^N) \times H^1(\mathbb{R}^n)^N : \right. \\
\left. \int_0^T \int_{\mathbb{R}^n} \left( Q_1(\tilde{f} - f_0, \tilde{f} - f_0) \right)_{\mathbb{R}^n} dx dt + \int_{\mathbb{R}^n} \left( Q_2(\tilde{\varphi}_0 - \varphi_0^{(0)}, \tilde{\varphi}_0 - \varphi_0^{(0)}) \right)_{\mathbb{R}^n} dx \leq 1 \right\},
\]

where \( f_0 \in L^2(0, T; H^1(\mathbb{R}^n)^N) \), \( \varphi_0^{(0)} \in H^1(\mathbb{R}^n)^N \), \( Q_1 : L^2(0, T; L^2(\mathbb{R}^n)^N) \rightarrow L^2(0, T; L^2(\mathbb{R}^n)^N) \), \( Q_2 : L^2(\mathbb{R}^n)^N \rightarrow L^2(\mathbb{R}^n)^N \) are continuous positive definite selfadjoint operators, for which there exist bounded inverse operators.

Additionally, we suggest that \( Q_1^{-1} \) and \( Q_2^{-1} \) map the spaces \( L^2(0, T; H^1(\mathbb{R}^n)^N) \) and \( H^1(\mathbb{R}^n)^N \) into themselves, respectively.

An estimation problem can be formulated as follows: from observations of the form

\[
y_i(x, t) = \int_0^T \int_{D_i} K_i(x, t, \xi, \tau) \varphi_0(\xi, \tau) d\xi d\tau + \eta_i(x, t), \quad (x, t) \in D_i \times (0, T) \quad i = 1, \ldots, m,
\]

of the state of system \( \varphi \) described by Cauchy problem (1.3)–(1.4), to find the optimal (in a certain sense) estimate of the value of the functional

\[
l(\varphi) := \int_0^T \int_D (l_0(x, t, \varphi(x, t)))_{\mathbb{R}^n} dx dt
\]

in the class of estimates
\[
\mathcal{L}(\varphi) := \sum_{i=1}^{m} \int_{0}^{T} \int_{D_{i}} (u_{i}(x,t), y_{i}(x,t))_{\mathbb{R}^{N}} \, dx \, dt + c
\]  
(2.4)
linear with respect to observations. Here \(D_{i}, i = 1, \ldots, m,\) are bounded subdomains of \(\mathbb{R}^{n}, D\) is subdomain which may coincide with \(\mathbb{R}^{n}.\) \(K_{i}(x, t, \xi, \tau)\)-\(N \times N\) is a matrix with elements belonging to \(L^{2}(D_{i} \times (0, T)) \times L^{2}(D_{i} \times (0, T)).\) \(L_{0} \in L^{2}(0, T); H_{1}^{1}(D_{i}^{N})\) is a prescribed vector-function, \(u_{i} \in L^{2}(D_{i} \times (0, T))^{N}, c \in \mathbb{R}, y_{i}(x, t) = (y_{i,1}(x, t), \ldots, y_{i,N}(x, t))^{T},\)

\(\eta_{i}(x, t) = (\eta_{i,1}(x, t), \ldots, \eta_{i,N}(x, t))^{T}\) are unknown random fields whose choice functions enter in observations (2.2) (hereafter the upper index \(T\) denotes the transpose of a vector or matrix).

We suggest that
\[
\eta := (\eta_{1}, \ldots, \eta_{m}) \in G_{1},
\]  
(2.5)
where by \(G_{1}\) we denote the set of elements
\[
\eta := (\tilde{\eta}_{1}, \ldots, \tilde{\eta}_{m}) \text{ with components } \tilde{\eta}_{i}(x, t) = (\tilde{\eta}_{i,1}(x, t), \ldots, \tilde{\eta}_{i,N}(x, t))^{T}, \text{ which are random } \mathbb{R}^{N}\text{-valued}
\]
functions defined in \(D_{i} \times (0, T), i = 1, \ldots, m,\) with integrable second moment functions \(\mathbb{E}||\tilde{\eta}_{i}(x, t)||_{\mathbb{R}^{N}}^{2}\) and zero expectations, satisfying the following conditions:

(i) random fields \(\tilde{\eta}_{i}(x, t)\) are pairwise uncorrelated, that is, mutually correlative matrices of fields \(\tilde{\eta}_{i}(x, t)\) and \(\tilde{\eta}_{j}(x, t)\) at \(i \neq j\) are zero;

(ii) correlative matrices \(R_{i}(x, t, \xi, \tau) = \mathbb{E}\tilde{\eta}_{i}(x, t)(\tilde{\eta}_{i}(\xi, \tau))^{T}\) of the fields \(\tilde{\eta}_{i}(x, t), (x, t), (\xi, \tau) \in D_{i} \times (0, T) i = 1, \ldots, m,\) satisfy inequalities:
\[
\int_{0}^{T} \int_{D_{i}} \text{Sp} [Q_{i}(x, t)R_{i}(x, t, x, t, t)] \, dx \, dt \leq 1, \quad i = 1, \ldots, m,
\]  
(2.6)
where \(Q_{i}(x, t)\) are positive definite \(N \times N\)-matrices with continuous in the domains \(D_{i}\) elements, and \(\text{Sp} S = \sum_{l=1}^{N} s_{ij}\) denotes the trace of the matrix \(S = \{s_{ij}\}_{i,j=1}^{N}.

Besides, integral operators \(P_{i}\) with kernels \((K_{i}(\xi, \tau, x, t))^{T}\) defined according to
\[
(P_{i}\psi)(x, t) := \int_{0}^{T} \int_{D_{i}} (K_{i}(\xi, \tau, x, t))^{T} \psi(\xi, \tau) \, d\xi \, d\tau
\]  
(2.7)
are assumed to be linear bounded operators acting from \(L^{2}(D_{i} \times (0, T))^{N}\) to \(L^{2}(0, T; (H_{1}^{1}(D_{i}))^{N}), i = 1, \ldots, m.\) An example of such an operator is constructed in Appendix.

Introduce Hilbert space \(H := L^{2}(D_{1} \times (0, T))^{N} \times \ldots \times L^{2}(D_{m} \times (0, T))^{N}\) consisting of elements \(u := (u_{1}, \ldots, u_{m})\) with components \(u_{i} \in L^{2}(D_{i} \times (0, T))^{N}, i = 1, \ldots, m,\) with norm
\[
\|u\|_{H} := \left(\sum_{i=1}^{m} \|u_{i}\|_{L^{2}(D_{i} \times (0, T))^{N}}^{2}\right)^{1/2}.
\]

**Definition.** The estimate
\[
\overline{l}(\varphi) = \sum_{i=1}^{m} \int_{0}^{T} \int_{D_{i}} (\tilde{u}_{i}^{(1)}(x, t), y_{i}(x, t))_{\mathbb{R}^{N}} \, dx \, dt + \hat{c}
\]  
(2.8)
in which vector-functions \(\tilde{u}_{i}(x, t)\) and a number \(\hat{c}\) are determined from the condition
\[
\inf_{u \in H, c \in \mathbb{R}} \sigma(u, c) = \sigma(\hat{u}, \hat{c}),
\]  
(2.9)
where
\[
\sigma(u, c) := \sup_{(f, \varphi_{0}) \in G_{0}, \eta \in G_{1}} \mathbb{E}[l(\varphi), -\overline{l}(\varphi)]^{2},
\]
\( \hat{\varphi} \) is the solution to the problem (1.3)–(1.4) at \( f(x, t) = \hat{f}(x, t), \varphi_0(x) = \hat{\varphi}_0(x) \),

\[
\hat{l}(\hat{\varphi}) = \sum_{i=1}^{m} \int_{0}^{T} \int_{D_i} (u_i(x, t), \hat{y}_i(x, t))_{\mathbb{R}^N} \, dx \, dt + c,
\]

(2.10)

and

\[
\hat{y}_i(x, t) = \int_{0}^{T} \int_{D_i} K_i(x, t, \xi, \tau) \hat{\varphi}(\xi, \tau) \, d\xi \, d\tau + \hat{\eta}_i(x, t)
\]

will be called the minimax estimate of expression \( l(\varphi) \).

The quantity

\[
\sigma = [\sigma(\hat{u}, \hat{c})]^{1/2}
\]

(2.11)

will be called the error of the minimax estimation of (2.3).

Thus, the minimax estimate is an estimate minimizing the maximal mean-square estimation error calculated for the “worst” implementation of perturbations.

Note that the integrals in (2.8) and (2.10) which are understood as Lebesgue integrals exist with probability 1.

3. Main results

For every fixed \( u = (u_1, \ldots, u_m) \in H \) introduce a vector-function \( z(x, t; u) \in C^0([0, T]; H^1(\mathbb{R}^n)^N) \cap C^1([0, T]; L^2(\mathbb{R}^n)^N) \) as a solution to the following initial value problem:

\[
-\frac{\partial z(x, t; u)}{\partial t} + \sum_{k=1}^{n} A_k(x, t) \frac{\partial z(x, t; u)}{\partial x_k} + \left( \sum_{k=1}^{n} \frac{\partial A_k(x, t)}{\partial x_k} - (B(x, t))^T \right) z(x, t; u)
\]

\[
= \chi_{D}(x) I_0(x, t) - \sum_{k=1}^{m} \chi_{D_k}(x) \int_{0}^{T} \int_{D_k} (K_k(\xi, \tau, x, t))^T u_k(\xi, \tau) \, d\xi \, d\tau, \quad (x, t) \in \mathbb{R}^n \times (0, T),
\]

(3.1)

\[
z(x, T; u) = 0, \quad x \in \mathbb{R}^n,
\]

(3.2)

where \( \chi_M(x) \) is a characteristic function of the set \( M \). The function \( z(x, t; u) \) is uniquely determined from equations (3.1) – (3.2). In fact, under our assumptions, the right-hand side of (3.1) equation belongs to \( L^2(0, T; H^1(\mathbb{R}^n)^N) \).

**Lemma.** Finding a minimax estimate of the value of functional \( l(\varphi) \) is equivalent to the problem of optimal control of the system of integro-differential equation (3.1)–(3.2) with the cost function

\[
I(u) = \int_{0}^{T} \int_{\mathbb{R}^n} (Q_1^{-1} z(x, t; u), z(x, t; u))_{\mathbb{R}^N} \, dx \, dt + \int_{\mathbb{R}^n} (Q_2^{-1} z(x, 0; u), z(x, 0; u))_{\mathbb{R}^N} \, dx
\]

\[
+ \sum_{i=1}^{m} \int_{0}^{T} \int_{D_i} (Q_i(x, t)^{-1} u_i(x, t), u_i(x, t))_{\mathbb{R}^N} \, dx \, dt \to \min_{u \in H}.
\]

(3.3)

**Proof**

Let \( \hat{\varphi} \) be a solution of the problem (1.3)–(1.4) at \( f(x, t) = \hat{f}(x, t), \varphi(x) = \hat{\varphi}_0(x) \). Then from relations (2.2)–(2.4), we obtain

\[
l(\hat{\varphi}) - \hat{l}(\hat{\varphi}) = \int_{0}^{T} \int_{D} (l_0(x, t), \hat{\varphi}(x, t))_{\mathbb{R}^N} \, dx \, dt
\]

\[
- \sum_{i=1}^{m} \int_{0}^{T} \int_{D_i} (u_i(x, t), \hat{y}_i(x, t))_{\mathbb{R}^N} \, dx \, dt - c
\]

\[
\begin{aligned}
&= \int_0^T \int_D (1_0(x,t), \hat{\varphi}(x,t))_{\mathbb{R}^N} \, dx \, dt - \sum_{i=1}^m \int_{D_i} (u_i(x,t), \int_0^T K_i(x,t,\xi,\tau) \hat{\varphi}(\xi,\tau) \, d\xi \, d\tau)_{\mathbb{R}^N} \, dx \\
&\quad - \sum_{i=1}^m \int_0^T \int_{D_i} (u_i(x,t), \tilde{\eta}_i(x,t))_{\mathbb{R}^N} \, dx \, dt - c \\
&= \int_0^T \int_{\mathbb{R}^n} (\chi_D(x) 1_0(x,t) - \sum_{i=1}^m \chi_{D_i}(x) \int_0^T \int_{D_i} (K_i(x,\xi,\tau,x,t)) \hat{u}_i(\xi,\tau) \, d\xi \, d\tau \, \hat{\varphi}(x,t))_{\mathbb{R}^N} \, dx \, dt - c \\
&\quad - \sum_{i=1}^m \int_0^T \int_{D_i} (u_i(x,t), \tilde{\eta}_i(x,t))_{\mathbb{R}^N} \, dx \, dt - c := \xi. \quad (3.4)
\end{aligned}
\]

By Fubini’s theorem we have, recalling that \( \tilde{\eta}_i(x,t), i = 1, \ldots, m, \) are vector processes with zero expectations,

\[
\mathbb{E} \left[ \sum_{i=1}^m \int_0^T \int_{D_i} (u_i(x,t), \tilde{\eta}_i(x,t))_{\mathbb{R}^N} \, dx \, dt \right] = \sum_{i=1}^m (u_i, \mathbb{E} \tilde{\eta}_i)_{L^2(D_i)^N} = 0.
\]

The latter equality and (3.4) yield

\[
\mathbb{E}[l(\hat{\varphi}) - l(\hat{\varphi})] = \int_0^T \int_{\mathbb{R}^n} \left( \chi_D(x) I_0(x,t) - \sum_{i=1}^m \chi_{D_i}(x) \int_0^T \int_{D_i} (K_i(x,\xi,\tau,x,t)) \hat{u}_i(\xi,\tau) \, d\xi \, d\tau \, \hat{\varphi}(x,t) \right)_{\mathbb{R}^N} \, dx \, dt - c. \quad (3.5)
\]

From the equalities (3.4) and (3.5) we find, taking into consideration the known relationship \( \mathbb{D}\xi = \mathbb{E}\xi^2 - (\mathbb{E}\xi)^2, \) that relates the variance \( \mathbb{D}\xi = \mathbb{E}[\xi - \mathbb{E}\xi]^2 \) of random variable \( \xi \) to its expectation \( \mathbb{E}\xi, \) in which \( \xi \) is determined by right-hand side of (3.4),

\[
\mathbb{E} \left| l(\hat{\varphi}) - l(\hat{\varphi}) \right|^2 = \int_0^T \int_{\mathbb{R}^n} \left( \chi_D(x) I_0(x,t) - \sum_{i=1}^m \chi_{D_i}(x) \int_0^T \int_{D_i} (K_i(x,\xi,\tau,x,t)) \hat{u}_i(\xi,\tau) \, d\xi \, d\tau \, \hat{\varphi}(x,t) \right)_{\mathbb{R}^N} \, dx \, dt - c \]

\[
+ \mathbb{E} \left[ \sum_{i=1}^m \int_0^T \int_{D_i} (u_i(x,t), \tilde{\eta}_i(x,t))_{\mathbb{R}^N} \, dx \, dt \right]^2. \quad (3.6)
\]

Transform the first term in the right-hand side of (3.6). We get (see the explanations below)

\[
\int_0^T \int_{\mathbb{R}^n} \left( \chi_D(x) I_0(x,t) - \sum_{i=1}^m \chi_{D_i}(x) \int_0^T \int_{D_i} (K_i(x,\xi,\tau,x,t)) \hat{u}_i(\xi,\tau) \, d\xi \, d\tau \, \hat{\varphi}(x,t) \right)_{\mathbb{R}^N} \, dx \, dt
\]

\[
= \int_0^T \int_{\mathbb{R}^n} \left( - \frac{\partial z(x,t;u)}{\partial t} + \sum_{k=1}^n A_k(x,t) \frac{\partial z(x,t;u)}{\partial x_k} \right.
\]

\[
\left. + \left( \sum_{k=1}^n \frac{\partial A_k(x,t)}{\partial x_k} - (B(x,t))^T \right) z(x,t;u), \hat{\varphi}(x,t) \right)_{\mathbb{R}^N} \, dx \, dt
\]

\[
= \int_0^T \int_{\mathbb{R}^n} \left( - \frac{\partial z(x,t;u)}{\partial t} + \sum_{k=1}^n \frac{\partial}{\partial x_k} (A_k(x,t) z(x,t;u)) - (B(x,t))^T z(x,t;u), \hat{\varphi}(x,t) \right)_{\mathbb{R}^N} \, dx \, dt
\]
\[
E \| (\bar{\phi}) - \hat{I}(\bar{\phi}) \|^2 = \left| \int_0^T \left( \frac{\partial \hat{\varphi}(\cdot, t; u)}{\partial t} + a_{k0}^{(k)}(\cdot, t; u) \right) L^2(\mathbb{R}^n) dt + \int_0^T \sum_{i=1}^n \sum_{j=1}^N \left( \frac{\partial}{\partial x_k} a_{ij}^{(k)}(\cdot, t; u), \hat{\varphi}_i(\cdot, t) \right) L^2(\mathbb{R}^n) dt \right|^2
\]

The first equality is valid due to the equation (3.1). The second, the third, and the fifth equalities are apparent. The fourth one holds as a result of applying the integration by parts formula (1.2) to the term \( \int_0^T \left( \frac{\partial \varphi(\cdot, t; u)}{\partial t}, \hat{\varphi}(\cdot, t) \right) L^2(\mathbb{R}^n) dt \), putting in this formula \( E = L^2(\mathbb{R}^n), u = z(\cdot, t; u) \in C^1([0, T]; L^2(\mathbb{R}^n)), v = \hat{\varphi} \in C^1([0, T]; L^2(\mathbb{R}^n)), and applying formula (1.1) to the expression \( \left( \frac{\partial}{\partial x_k} a_{ij}^{(k)}(\cdot, t; u), \hat{\varphi}_i(\cdot, t) \right) L^2(\mathbb{R}^n) \), putting in it \( f = a_{ij}^{(k)}(\cdot, t; u), g = \hat{\varphi}_i(\cdot, t) \in H^1(\mathbb{R}^n) \) for any fixed \( t \in (0, T) \). Finally, the sixth equality holds since \( \hat{\varphi}(x, t) \) is the solution of Cauchy problem (1.3)–(1.4) at \( f(x, t) = \bar{f}(x, t), \varphi_0(x) = \hat{\varphi}_0(x) \).

Using relationships (3.6) and (3.7), we have

\[
E \left| \int_0^T \left( \bar{f}(\cdot, t), z(\cdot, t; u) \right) L^2(\mathbb{R}^n) dt + \left( \varphi_0, z(\cdot, 0; u) \right) L^2(\mathbb{R}^n) \right|^2
\]

\[
= \int_0^T \left( \hat{f}(\cdot, t) - f_0(\cdot, t), z(\cdot, t; u) \right) L^2(\mathbb{R}^n) dt + \left( \varphi_0^0, z(\cdot, 0; u) \right) L^2(\mathbb{R}^n) dt
\]

from which we obtain

\[
\inf_{c \in \mathbb{R}} \sup_{(\bar{f}, \hat{\varphi}_0) \in G_0, \bar{g} \in G_1} E \left| \int_0^T \left( \bar{f}(\cdot, t), z(\cdot, t; u) \right) L^2(\mathbb{R}^n) dt + \left( \varphi_0, z(\cdot, 0; u) \right) L^2(\mathbb{R}^n) \right|^2
\]
\[
\begin{aligned}
&= \inf_{c \in \mathbb{R}} \sup_{(\hat{f}, \hat{\varphi}_0) \in G_0} \left| \int_0^T \left( \hat{f}(\cdot, t) - f_0(\cdot, t), z(\cdot, t; u) \right)_{L^2(\mathbb{R}^n_N)} dt + \left( \varphi_0^0 - \varphi_0, z(\cdot, 0; u) \right)_{L^2(\mathbb{R}^n_N)} \right. \\
&\quad \left. + \int_0^T \left( f_0(\cdot, t), z(\cdot, t; u) \right)_{L^2(\mathbb{R}^n_N)} dt + \left( \varphi_0^0, z(\cdot, 0; u) \right)_{L^2(\mathbb{R}^n_N)} - c \right|^2 \\
&\quad + \sup_{(\eta_1, \ldots, \eta_m) \in G_1} \left| \sum_{i=1}^m \mathbb{E} \left[ \int_0^T \int_{D_i} (u_i(x, t), \tilde{\eta}_i(x, t))_{\mathbb{R}^N} dx dt \right] \right|^2.
\end{aligned}
\]

From here, applying the generalized Schwarz’s inequality (see, for example, [14]) together with inequalities (2.1) and (2.6), we find

\[\inf_{c \in \mathbb{R}} \sup_{(\hat{f}, \hat{\varphi}_0) \in G_0, \eta \in G_1} \mathbb{E}[l(\varphi) - l(\hat{\varphi})]^2 = I(u),\]

where functional \(I(u)\) is determined according to (3.3) and the infimum with respect to \(c\) is attained at

\[c = \int_0^T \left( f_0(\cdot, t), z(\cdot, t; u) \right)_{L^2(\mathbb{R}^n_N)} dt + \left( \varphi_0^0, z(\cdot, 0; u) \right)_{L^2(\mathbb{R}^n_N)} .\]  

(3.8)

The lemma is proved. 

Further in the proof of theorem stated below, it will be shown that solving the optimal control problem (3.1)–(3.3) is reduced to solving some system of integro-differential equations.

**Theorem 3.1.** The minimax estimate of \(l(\varphi)\) can be represented as

\[\hat{l}(\varphi) = \sum_{i=1}^m \int_0^T \int_{D_i} (\hat{u}_i(x, t), y_i(x, t))_{\mathbb{R}^N} dx dt + \hat{c},\]

where \(\hat{c} = \int_0^T \int_{\mathbb{R}^n}(\hat{z}(x, t), f_0(x, t))_{\mathbb{R}^n} dx dt + \int_{\mathbb{R}^n}(\hat{z}(x, 0), \varphi_0^0(x))_{\mathbb{R}^n} dx,
\]

\[\hat{u}_i(x, t) = \hat{Q}_i(x, t) \int_0^T \int_{D_i} K_i(x, t, \xi, \tau) p(\xi, \tau) d\xi d\tau, \quad i = 1, \ldots, m,\]

(3.9)

and functions \(\hat{z}, p \in C^0([0, T]; H^1(\mathbb{R}^n)^N) \cap C^1([0, T]; L^2(\mathbb{R}^n)^N)\) are determined from the integro-differential equation system

\[-\frac{\partial \hat{z}(x, t)}{\partial t} + \sum_{k=1}^n A_k(x, t) \frac{\partial \hat{z}(x, t)}{\partial x_k} + \sum_{k=1}^n \frac{\partial A_k(x, t)}{\partial x_k} - (B(x, t))^T \cdot \hat{z}(x, t) = \chi_D(x) I_0(x, t) - \sum_{k=1}^n \chi_{D_k}(x) \int_0^T \int_{D_k} \tilde{K}_k(x, t, \xi_1, \tau_1) p(\xi_1, \tau_1) d\xi_1 d\tau_1, \quad (x, t) \in \mathbb{R}^n \times (0, T),\]

(3.10)

\[\hat{z}(x, T) = 0, \quad x \in \mathbb{R}^n,\]

(3.11)

\[-\frac{\partial p(x, t)}{\partial t} - \sum_{k=1}^n A_k(x, t) \frac{\partial p(x, t)}{\partial x_k} - B(x, t) p(x, t) = Q_1^{-1} \hat{z}(x, t), \quad (x, t) \in \mathbb{R}^n \times (0, T),\]

(3.12)

\[p(x, 0) = Q_2^{-1} \hat{z}(x, 0), \quad x \in \mathbb{R}^n,\]

(3.13)
where
\[ \tilde{K}_k(x, t, \xi_1, \tau_1) = \int_0^T \int_{D_k} (K_k(\xi, \tau, x, t))^T \tilde{Q}_k(\xi, \tau) K_k(\xi, \tau, \xi_1, \tau_1) d\xi d\tau \]

Problem (3.10) – (3.13) is uniquely solvable. The error $\sigma$ of the minimax estimation of $l(\varphi)$ is given by the formula
\[ \sigma = |l(p)|^{1/2}. \] (3.14)

**Proof**

Taking into account estimate (1.8) one can easily verify that the functional $I(u)$ is a strictly convex lower semicontinuous functional on $H$ and since
\[ I(u) \geq \sum_{i=1}^m \int_0^T \int_{D_i} (\tilde{Q}_i(x, t)^{-1} u_i(x, t), u_i(x, t))_{RN} \, dx \, dt \geq c \|u\|_H^2 \quad \forall u \in H, \ c=\text{const.} \]

Then, by Remark 1.2 to Theorem 1.1 (see [4]), there exists one and only one element $\bar{u} = (\bar{u}_1, \ldots, \bar{u}_m) \in H$ such that $I(\bar{u}) = \inf_{u \in H} I(u)$.

Hence, for any fixed $w \in H$ and $\tau \in \mathbb{R}$ the function $s(\tau) := I(\bar{u} + \tau w)$ reaches its minimum at a unique point $\tau = 0$, so that
\[ \frac{d}{d\tau} I(\bar{u} + \tau w) \bigg|_{\tau=0} = 0. \] (3.15)

Since $z(x, t; \bar{u} + \tau w) = z(x, t; \bar{u}) + \tau \bar{z}(x, t; w)$, where $\bar{z}(x, t; w)$ is the unique solution to Cauchy problem (3.1)–(3.2) at $u = w$ and $l_0(x, t) \equiv 0$, from (3.3) and (3.15) we obtain
\[ 0 = \frac{1}{2} \left. \frac{dI(\bar{u} + \tau w)}{d\tau} \right|_{\tau=0} = \lim_{\tau \to 0} \frac{1}{2\tau} \left\{ \int_0^T \int_{\mathbb{R}^n} \left[ (Q_1^{-1} z(x, t; \bar{u} + \tau w), z(x, t; \bar{u} + \tau w))_{RN} - (Q_1^{-1} z(x, t; \bar{u}), z(x, t; \bar{u}))_{RN} \right] \, dx \, dt \right. \\
+ \int_{\mathbb{R}^n} \left[ (Q_2^{-1} z(x, 0; \bar{u} + \tau w), z(x, 0; \bar{u} + \tau w))_{RN} - (Q_2^{-1} z(x, 0; \bar{u}), z(x, 0; \bar{u}))_{RN} \right] \, dx \\
+ \sum_{i=1}^m \int_0^T \int_{D_i} \left[ (\tilde{Q}_i(x, t)^{-1} u_i(x, t) + w_i(x, t), u_i(x, t) + w_i(x, t))_{RN} - (\tilde{Q}_i(x, t)^{-1} u_i(x, t), u_i(x, t))_{RN} \right] \, dx \, dt \\
+ \int_{\mathbb{R}^n} (Q_2^{-1} z(x, 0; \bar{u}), z(x, 0; w))_{RN} \, dx + \sum_{i=1}^m \int_0^T \int_{D_i} (\tilde{Q}_i(x, t)^{-1} u_i(x, t), u_i(x, t))_{RN} \, dx \, dt \right\}. \] (3.16)

Introduce function $p(x, t) \in C^0([0, T]; H^1(\mathbb{R}^n)^N) \cap C^1([0, T]; L^2(\mathbb{R}^n)^N)$ as a unique solution to the initial value problem
\[ \frac{\partial p(x, t)}{\partial t} - \sum_{k=1}^n A_k(x, t) \frac{\partial p(x, t)}{\partial x_k} - B(x, t) p(x, t) = Q_1^{-1} z(x, t; \bar{u}), \quad (x, t) \in \mathbb{R}^n \times (0, T), \] (3.17)

\[ \int_{\Omega} A(\xi) \, d\xi = \left[ \int_{\Omega} a_{ij}(\xi) \, d\xi \right]_{i,j=1}^N. \]
\[ p(x,0) = Q^{-1}_2 z(x,0; \hat{u}), \quad x \in \mathbb{R}^n. \]

Then the sum of the first two terms on the right-hand side of (3.16) can be written in the form
\[
\int_0^T \int_{\mathbb{R}^n} \left( Q_1^{-1} z(x,t; \hat{u}), \tilde{z}(x,t; w) \right)_{\mathbb{R}^N} \, dx \, dt + \int_0^T \int_{\mathbb{R}^n} \left( Q_2^{-1} z(x,0; \hat{u}), \tilde{z}(x,0; w) \right)_{\mathbb{R}^N} \, dx \\
= \int_0^T \int_{\mathbb{R}^n} \left( - \frac{\partial p(x,t)}{\partial t} + \sum_{k=1}^n A_k(x,t) \frac{\partial \tilde{z}(x,t; w)}{\partial x_k} \right) \wedge \sum_{k=1}^n \frac{\partial A_k(x,t)}{\partial x_k} - \left( B(x,t) \right)^T \tilde{z}(x,t; w), p(x,t) \right)_{\mathbb{R}^N} \, dx \, dt \\
= - \int_0^T \left( \sum_{k=1}^m \chi_{D_k} \int_0^T \int_{D_k} (K_k)T(\xi,\tau,\cdot)w_k(\xi,\tau) \, d\xi \, d\tau, p \right)_{L^2(\mathbb{R}^N)^N} \, dt \\
= - \sum_{k=1}^m \int_0^T \int_{D_k} \left( w_k(x,t), \int_0^T \int_{D_k} K_k(x,t,\xi,\tau)p(\xi,\tau) \, d\xi \, d\tau \right)_{\mathbb{R}^N} \, dx \, dt. \tag{3.19}
\]

From (3.19), (3.16), it follows that
\[
\sum_{k=1}^m \int_0^T \int_{D_k} \left( w_k(x,t), \int_0^T \int_{D_k} K_k(x,t,\xi,\tau)p(\xi,\tau) \, d\xi \, d\tau \right)_{\mathbb{R}^N} \, dx \, dt \\
= \sum_{i=1}^m \int_0^T \int_{D_i} \left( \bar{Q}_i(x,t) \right)^{-1} \hat{u}_i(x,t), w_i(x,t) \right)_{\mathbb{R}^N} \, dx \, dt.
\]

The last equality can be rewritten as
\[
\sum_{i=1}^m \left( \bar{Q}_i^{-1} \left[ \hat{u}_i - \bar{Q}_i \int_0^T \int_{D_i} K_i(\cdot,\cdot,\xi,\tau)p(\xi,\tau) \, d\xi \, d\tau \right], w_i \right)_{L^2(D_i \times (0,T))^N} = 0. \tag{3.20}
\]

\( \forall w = (w_1, \ldots, w_m) \in H. \) Setting in (3.20) \( w_i = \hat{u}_i - \bar{Q}_i \int_0^T \int_{D_i} K_i(\cdot,\cdot,\xi,\tau)p(\xi,\tau) \, d\xi \, d\tau, \) \( i = 1, \ldots, m, \) we get
\[
\sum_{i=1}^m \left( \bar{Q}_i^{-1} \left[ \hat{u}_i - \bar{Q}_i \int_0^T \int_{D_i} K_i(\cdot,\cdot,\xi,\tau)p(\xi,\tau) \, d\xi \, d\tau \right], \right)_{L^2(D_i \times (0,T))^N}
\]

so that, by virtue of positive definiteness of the matrices \( \bar{Q}_i^{-1}, \)
\[
\hat{u}_i = \bar{Q}_i \int_0^T \int_{D_i} K_i(\cdot,\cdot,\xi,\tau)p(\xi,\tau) \, d\xi \, d\tau, \quad i = 1, \ldots, m.
\tag{3.21}
\]
Substituting the latter into (3.1), (3.2) and (3.8) and denoting \( \ddot{z}(x, t) = z(x, t; \ddot{u}) \), we see that \( \ddot{z}(x, t) \) and \( p(x, t) \) satisfy system (3.10) – (3.13); the unique solvability of this system follows from the uniqueness of element \( \ddot{u} \) of the functional (3.3).

Now let us establish that \( \sigma = |I(p)|^{1/2} \). Substituting expressions (3.9) to (3.3), we obtain

\[
\sigma(\ddot{u}, \ddot{c}) = I(\ddot{u}) = \int_0^T \int_{\mathbb{R}^n} (Q_1^{-1} \ddot{z}(x, t), \ddot{z}(x, t))_{\mathbb{R}^N} \, dx \, dt + \int_0^T (Q_2^{-1} \ddot{z}(x, 0), \ddot{z}(x, 0))_{\mathbb{R}^N} \, dx
\]

\[
+ \sum_{i=1}^m \int_0^T \left( (\ddot{Q}_i(x, t))^{-1} \dddot{u}_i(x, t), \dddot{u}_i(x, t) \right)_{\mathbb{R}^N} \, dx \, dt
\]

\[
= \int_0^T \int_{\mathbb{R}^n} (Q_1^{-1} \ddot{z}(x, t), \ddot{z}(x, t))_{\mathbb{R}^N} \, dx \, dt + \int_0^T (Q_2^{-1} \ddot{z}(x, 0), \ddot{z}(x, 0))_{\mathbb{R}^N} \, dx
\]

\[
+ \sum_{i=1}^m \int_0^T \left( \ddot{Q}_i \int_{D_i} K_i(\cdot, \cdot, \xi, \tau)p(\xi, \tau) \, d\xi \, d\tau, \int_{D_i} K_i(\cdot, \cdot, \xi, \tau)p(\xi, \tau) \, d\xi \, d\tau \right)_{L^2(D_i)^N}
\]

(3.22)

Transforming the sum of the first and the second summands in the right-hand side of (3.22). Using relationships (3.9) – (3.13), we have

\[
\int_0^T \int_{\mathbb{R}^n} (Q_1^{-1} \ddot{z}(x, t), \ddot{z}(x, t))_{\mathbb{R}^N} \, dx \, dt + \int_0^T (Q_2^{-1} \ddot{z}(x, 0), \ddot{z}(x, 0))_{\mathbb{R}^N} \, dx
\]

\[
= \int_0^T \int_{\mathbb{R}^n} \left( -\frac{\partial p(x, t)}{\partial t} - \sum_{k=1}^n A_k(x, t) \frac{\partial p(x, t)}{\partial x_k} - B(x, t)p(x, t), \ddot{z}(x, t) \right)_{\mathbb{R}^N} \, dx \, dt
\]

\[
+ \int_{\mathbb{R}^n} (p(x, 0), \ddot{z}(x, 0))_{\mathbb{R}^N} \, dx
\]

\[
= \int_0^T \int_{\mathbb{R}^n} \left( -\frac{\partial z(x, t)}{\partial t} + \sum_{k=1}^n A_k(x, t) \frac{\partial z(x, t)}{\partial x_k} + \left( \sum_{k=1}^n \frac{\partial A_k(x, t)}{\partial x_k} - (B(x, t))^T \right) \frac{\partial z(x, t)}{\partial x_k} \right) \ddot{z}(x, t, \xi, \tau)_{\mathbb{R}^N} \, dx \, dt
\]

\[
= \int_0^T \left( \chi_D l_0 - \sum_{k=1}^m \chi_{D_k} \int_{D_k} (K_k(\xi, \tau, \cdot, \cdot))^T \dddot{u}_k(\xi, \tau) \, d\xi \, d\tau, p \right)_{L^2(\mathbb{R}^N)^N}
\]

\[
= \int_0^T \left( l(p) - \int_{\mathbb{R}^n} \sum_{k=1}^m \left( \dddot{u}_k \int_{D_k} K_k(\xi, \tau, \cdot, \cdot)p(\xi, \tau) \, d\xi \, d\tau \right)_{L^2(D_k)^N} \right) \, dt
\]

Equality (3.14) follows now from two relationships (3.23) and (3.22). □

An alternative representation for the minimax estimate of \( l(\varphi) \) in terms of the solution to a system of integrodifferential equations is given in the next theorem. This solution is independent of the specific form of functional (2.3).

Theorem 3.2. The minimax estimate of (2.3) has the form

\[
\hat{t}(\phi) = t(\phi) = \int_0^T \int_D (I_0(x,t), \phi(x,t))_{\mathbb{R}^N} \, dx \, dt
\]

(3.24)

where function \( \phi \in C^0([0,T]; H^1(\mathbb{R}^n)^N) \cap C^1([0,T]; L^2(\mathbb{R}^n)^N) \) is determined from the solution to the problem (3.25) – (3.28):

\[
- \frac{\partial \hat{p}(x,t)}{\partial t} + \sum_{k=1}^n A_k(x,t) \frac{\partial \hat{p}(x,t)}{\partial x_k} + \left( \sum_{k=1}^n \frac{\partial A_k(x,t)}{\partial x_k} - (B(x,t))^T \right) \hat{p}(x,t) \\
\quad - d(x,t) - \sum_{k=1}^m \chi_{D_k}(x) \int_0^T \int_{D_k} \hat{K}_k(x,t,\xi,\tau) \phi(x,t) \, d\xi \, d\tau, \quad (x,t) \in \mathbb{R}^n \times (0,T),
\]

(3.25)

\[
\hat{p}(x,T) = 0, \quad x \in \mathbb{R}^n,
\]

(3.26)

\[
\frac{\partial \hat{\phi}(x,t)}{\partial t} - \sum_{k=1}^n A_k(x,t) \frac{\partial \hat{\phi}(x,t)}{\partial x_k} - B(x,t) \hat{\phi}(x,t) \\
\quad = Q_1^{-1} \hat{p}(x,t) + f_0(x,t), \quad (x,t) \in \mathbb{R}^n \times (0,T),
\]

(3.27)

\[
\hat{\phi}(x,0) = Q_2^{-1} \hat{p}(x,0) + \varphi^0_0(x), \quad x \in \mathbb{R}^n,
\]

(3.28)

where

\[
\hat{p} \in C^0([0,T]; H^1(\mathbb{R}^n)^N) \cap C^1([0,T]; L^2(\mathbb{R}^n)^N),
\]

\[
d(x,t) = \sum_{i=1}^m \chi_{D_i}(x) \int_0^T \int_{D_i} (K_i(\xi,\tau,x,t))^T Q_i(\xi,\tau) y_i(\xi,\tau) \, d\xi \, d\tau
\]

and the right-hand side in (3.25) is considered for every realization of random functions \( \eta_i(\xi,\tau) \) entering into \( y_i(\xi,\tau) \) which belong with probability 1 to the space \( L^2(D_i \times (0,T)) \), \( i = 1, \ldots, m \). Problem (3.25)–(3.28) is uniquely solvable.

The random fields \( \hat{p}(x,t) \) and \( \hat{\phi}(x,t) \), whose realizations satisfy problem (3.25)–(3.28), possess Lebesgue integrable second moments.

Proof

The proof of this theorem is similar to the proof of Theorem 3.1. \( \square \)

Remark 1. Function \( \hat{\phi}(x,t) \) which is determined from the solution to problem (3.25)–(3.28) can be taken as a good estimate (in a certain sense) of the unknown solution \( \phi(x,t) \) to the Cauchy problem (1.3)–(1.5).

Remark 2. Using the decoupling technique by J.-L. Lions [4] solving each of the systems of integro-differential equations (3.10) – (3.13) and (3.25)–(3.28) can be reduced to solving a nonlinear operator Riccati equation with the condition at \( t = T \) and a first order linear hyperbolic system with the initial conditions at \( t = 0 \).

4. Conclusions

In this paper, the minimax estimation problem for solutions of the first order linear hyperbolic equation system with uncertain data is solved. It was shown that the finding a minimax estimate is equivalent to the corresponding optimal control problem for the system of integro-differential equations. The minimax estimate and the alternative representation for this estimate from the solution to the system of integro-differential equations are obtained. An example of observation operator is constructed in Appendix.
Appendix

Here we give an example of an observation operator, for which the operator (2.2) satisfies the conditions listed on page 698. Let in the observation operator (2.2) the matrix $K_r(x, t, \xi, \tau)$ have the form

$$K_r(x, t, \xi, \tau) = (k^r_{ij}(x, t, \xi, \tau))^N_{i,j=1} = [k^r_{ij}(x, t, \xi, \tau)]^N_{i,j=1}, \quad r = 1, \ldots, m,$$

where $k^r_{ij}(x, t)$ and $k^r_{ij}(\xi, \tau)$ are some functions, such that $k^r_{ij} \in L^2(0, T; L^2(D_r))$, $k^r_{ij} \in L^2(0, T; H^1_0(D_r))$.

Then the matrix $(K_r(\xi, \tau, x, t))^T$ entering in operator (2.7) is equal to

$$(K_r(\xi, \tau, x, t))^T = (k^r_{ji}(\xi, \tau, x, t))^N_{i,j=1} = [k^r_{ji}(\xi, \tau, x, t)]^N_{i,j=1},$$

and $\forall \psi = \begin{bmatrix} \psi_1 \\ \vdots \\ \psi_N \end{bmatrix} \in L^2(0, T; L^2(D_r))^N$, we have

$$P_r \psi(x, t) = \int_0^T \int_{D_r} (K_r(\xi, \tau, x, t))^T \psi(\xi, \tau) \, d\xi \, d\tau$$

$$= \int_0^T \int_{D_r} \begin{bmatrix} k^r_{11}(\xi, \tau, x, t) & \cdots & k^r_{N1}(\xi, \tau, x, t) \\ \vdots & \ddots & \vdots \\ k^r_{1N}(\xi, \tau, x, t) & \cdots & k^r_{NN}(\xi, \tau, x, t) \end{bmatrix} \begin{bmatrix} \psi_1(\xi, \tau) \\ \vdots \\ \psi_N(\xi, \tau) \end{bmatrix} \, d\xi \, d\tau$$

$$= \int_0^T \int_{D_r} \begin{bmatrix} k^r_{11}(\xi, \tau, x, t) & \cdots & k^r_{N1}(\xi, \tau, x, t) \\ \vdots & \ddots & \vdots \\ k^r_{1N}(\xi, \tau, x, t) & \cdots & k^r_{NN}(\xi, \tau, x, t) \end{bmatrix} \begin{bmatrix} \psi_1(\xi, \tau) \\ \vdots \\ \psi_N(\xi, \tau) \end{bmatrix} \, d\xi \, d\tau$$

$$= \begin{bmatrix} \sum_{l=1}^N c_{l1} k^r_{l1}(x, t) \\ \vdots \\ \sum_{l=1}^N c_{lN} k^r_{lN}(x, t) \end{bmatrix} \in L^2(0, T; H^1_0(D_r))^N,$$

where

$$c_{ls} = \int_0^T \int_{D_r} k^r_{ls}(\xi, \tau) \psi_s(\xi, \tau) \, d\xi \, d\tau, \quad l, s = 1, \ldots, N, \quad r = 1, \ldots, m.$$
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