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Abstract In this work the exact distribution of the linear combination of \( p \) independent logistic random variables is studied. It is shown that the exact distribution may be represented as a shifted infinite sum of independent random variables distributed as the difference of two independent Generalized Integer Gamma distributions. In addition, two near-exact approximations are developed for this distribution. Numerical studies are conducted to access the degree of precision and also the computational performance of these approximations. The developed methodology is used to derive near-exact approximations for the linear combination of independent generalized logistic random variables.
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1. Introduction

The logistic distribution is an important distribution in statistics and is used in several areas of research. For example, in logistic regression to model categorical variables [7] and in physics, survival analysis, growth models, medical diagnosis and public health [3, 16, 8, 2, 10, 1] among others. This distribution has many similarities with the Normal distribution but with heavier tails. Problems related with the use of linear combinations of independent logistic random variables may arise naturally from the applications addressed in the above references when these are considered in the multivariate setting. Despite the importance of this distribution, as far as the author knows, there are few results available for the distribution of the linear combination of independent logistic random variables. [9] addresses the sum of logistic random variables when the variables are independent and identically distributed. The probability density and cumulative distribution functions for the linear combination of \( n \) independent logistic random variables were obtained in [18] in terms of the \( H \)-function, which is difficult to use in practice. [15] develops approximations for the distribution of the sum of random variables with a generalized logistic distribution also for the independent and identically distributed case. In [17] it is defined that a random variable \( Y \) has a generalized logistic distribution if \( Y = \log[X/(1 - X)] \) with \( X \sim \text{Beta}(p, q) \) and the moment generating function is given as

\[
M(t) = \frac{\Gamma(p + t)\Gamma(q - t)}{\Gamma(q)\Gamma(p)}.
\]

We will denote this fact by \( Y \sim \text{GLogistic}(p, q) \). It will be shown, in Section 5, that the results in this paper can also be used to address the distribution of linear combination of independent generalized logistic random variables. We should also note that this distribution was already presented in Table A, page 155 of [14]. We should point
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out that the methodology developed in this work can also be extended to the product of independent log-logistic random variables by using a simple logarithm transformation.

In this paper we derive two near-exact approximations [5] for the linear combinations of independent logistic random variables, which will have as distribution: i) a shifted difference of two Generalized Integer Gamma distributions [4, 6] denoted in Appendix 1 of [13] by SDGIG or ii) the sum of a shifted Gamma random variable and an independent variable with a SDGIG distribution. The near-exact distributions were introduced in [5] and they are developed by making an adequate factorization of the exact characteristic function of the random variable in study and by approximating just one of the factors in such way that the resulting characteristic function corresponds to a known and manageable distribution.

This paper is organized as follows, in Section 2 it is shown that the exact distribution of the linear combination of independent logistic random variables may be represented as a shifted infinite sum of DGIG distributions. In Section 3, two near-exact approximations are developed for the linear combination of independent logistic random variables. In Section 4, numerical studies are provided to illustrate the precision, asymptotic properties and computational performance of these distributions. In Section 5, it is shown how it is possible to use the procedure developed in Section 3 to develop near-exact approximations for the linear combination of independent generalized logistic distributions. Finally, section 6, is dedicated to the conclusions.

2. The exact distribution of the linear combination of independent logistic random variables

In this section we present two results on the exact distribution of the linear combination of independent logistic random variables. Theorem 2 is the basis for the near-exact approximations developed in Section 3.

Let \( X_1, \ldots, X_p \) be \( p \) independent logistic random variables, with parameters \( \mu_j \in \mathbb{R} \) (the set of real numbers) and \( \sigma_j \in \mathbb{R}^+ \) (the set of positive real numbers), that is

\[
X_j \overset{\text{ind.}}{\sim} \text{Logist}(\mu_j, \sigma_j),
\]

\[
F_{X_j}(x) = \frac{1}{1 + \exp \left( -\frac{x - \mu_j}{\sigma_j} \right)}, \quad x \in \mathbb{R},
\]

for \( j = 1, \ldots, p \). It is known that the characteristic function of \( X_j \) is given by [1]

\[
\Phi_{X_j}(t) = \exp(it\mu_j)B(1 + \sigma_jit, 1 - \sigma_jit) = \exp(it\mu_j)\Gamma(1 + \sigma_jit)\Gamma(1 - \sigma_jit), \quad t \in \mathbb{R}
\]

where \( B(., .) \) denotes the usual Beta function. Therefore, the characteristic function of the linear combination of \( p \) independent logistic random variables, \( W = \sum_{j=1}^{p} \alpha_jX_j \), for \( \alpha_j \in \mathbb{R} \), is defined as [1]

\[
\Phi_W(t) = \prod_{j=1}^{p} \exp(it\mu_j\alpha_j)\Gamma(1 + \sigma_j\alpha_jit)\Gamma(1 - \sigma_j\alpha_jit), \quad t \in \mathbb{R}.
\]

**Theorem 1**

Let \( X_1, \ldots, X_p \) be \( p \) independent logistic random variables, with parameters \( \mu_j \in \mathbb{R} \) and \( \sigma_j \in \mathbb{R}^+ \). Then the characteristic function of \( W = \sum_{j=1}^{p} \alpha_jX_j \) with \( \alpha_j \in \mathbb{R} \) may be written as

\[
\Phi_W(t) = \exp \left\{ it \sum_{j=1}^{p} \mu_j\alpha_j \right\} \prod_{n=0}^{\infty} \left( \prod_{j=1}^{p} \frac{n + 1}{n + 1 + it\sigma_j\alpha_j} \right) \left( \prod_{j=1}^{p} \frac{n + 1}{n + 1 - it\sigma_j\alpha_j} \right).
\]

**Proof:** We may write the expression of the characteristic function of \( W \) in (2) as

\[
\Phi_W(t) = \exp \left\{ it \sum_{j=1}^{p} \mu_j\alpha_j \right\} \prod_{j=1}^{p} \Gamma(1 + \sigma_j\alpha_jit)\Gamma(1 - \sigma_j\alpha_jit)
\]
then using the equality [11, p. 9, expression (12)]

\[ \Gamma(z) = \frac{1}{z} \prod_{n=1}^{\infty} \left( 1 + \frac{1}{n} \right)^z \left( 1 + \frac{z}{n} \right)^{-1}, \quad z \in \mathbb{C} \text{ (the set of complex numbers)}, \]
we have

\[ \Phi_W(t) = \exp \left\{ i t \sum_{j=1}^{p} \mu_j \alpha_j \right\} \prod_{j=1}^{p} \left\{ \frac{1}{(1 - \sigma_j \alpha_j i t)(1 + \sigma_j \alpha_j i t)} \prod_{n=1}^{\infty} \frac{n + 1}{n + 1 + \sigma_j \alpha_j i t n + 1 - \sigma_j \alpha_j i t} \right\} \]

which gives rise to the desired result.

In the expression of the characteristic function of \( W \) in (3) in Theorem 1, we may identify the following:

- the expression

\[ \prod_{j=1}^{p} \frac{n + 1}{n + 1 - i t \sigma_j \alpha_j} \]

corresponds to the characteristic function of the sum of independent Exponential distributions multiplied by \( \sigma_j \alpha_j \) with parameters \( n + 1 \), which corresponds to a Generalized Integer Gamma (GIG) distribution [4],

- the expression

\[ \prod_{j=1}^{p} \frac{n + 1}{n + 1 + i t \sigma_j \alpha_j} \]

is the characteristic function of the sum of independent Exponential distributions multiplied by \( -\sigma_j \alpha_j \) with parameters \( n + 1 \), which corresponds to a negative GIG distribution,

- thus expression

\[ \left( \prod_{j=1}^{p} \frac{n + 1}{n + 1 + i t \sigma_j \alpha_j} \right) \left( \prod_{j=1}^{p} \frac{n + 1}{n + 1 - i t \sigma_j \alpha_j} \right) \]

is the characteristic function of a DGIG distribution,

- finally, from the expression of the characteristic function of \( W \) in (3) we may say that the exact distribution of \( W \) may be represented as a shifted infinite sum of independent DGIG distributions.

The result provided by Theorem 1 provides an interesting insight about the exact distribution of \( W \) however is not useful in practice due to the infinite product in expression (3). We intend to overcome this problem by developing near-approximations for the distribution of \( W \). In order to develop these approximations we have to consider a different representation of the exact characteristic function of \( W \) which is given in the following theorem.

**Theorem 2**

Let \( X_1, \ldots, X_p \) be \( p \) independent logistic random variables, with parameters \( \mu_j \in \mathbb{R} \) and \( \sigma_j \in \mathbb{R}^+ \). Then, for \( \delta \in \mathbb{N}\setminus\{1\} \) (\( \mathbb{N} \) denotes the set of positive integers numbers), the characteristic function of \( W = \sum_{j=1}^{p} \alpha_j X_j \) with \( \alpha_j \in \mathbb{R} \) may be written as

\[ \Phi_W(t) = \Phi_{W_1}(t) \times \Phi_{W_2}(t) \]  

(5)

with

\[ \Phi_{W_1}(t) = \left\{ \prod_{j=1}^{p} \frac{1 + k}{\sigma_j \alpha_j} \frac{1 + k}{\sigma_j \alpha_j - i t} \right\} \left\{ \prod_{j=1}^{p} \frac{1 + k}{\sigma_j \alpha_j} \frac{1 + k}{\sigma_j \alpha_j + i t} \right\} \]

(6)

and

\[ \Phi_{W_2}(t) = \exp \left\{ i t \sum_{j=1}^{p} \mu_j \alpha_j \right\} \prod_{j=1}^{p} \frac{\Gamma(\delta - \sigma_j \alpha_j i t)}{\Gamma(\delta)} \frac{\Gamma(\delta + i t \sigma_j \alpha_j)}{\Gamma(\delta)} \]

(7)
**Proof:** If in the expression of the characteristic function of $W$ in (2) we multiply and divide by $\Gamma(\delta)$, by $\Gamma(\delta - \sigma_j \alpha_j it)$ and by $\Gamma(\delta + \sigma_j \alpha_j it)$, for some $\delta \in \mathbb{N}$, we obtain

$$
\Phi_W(t) = \prod_{j=1}^{p} \frac{\Gamma(1 + \delta - 1)}{\Gamma(1)} \frac{\Gamma(1 + \delta + \sigma_j \alpha_j it)}{\Gamma(1 + \delta - 1 + \sigma_j \alpha_j it)} \frac{\Gamma(1 + \delta - 1)}{\Gamma(1)} \frac{\Gamma(1 - \sigma_j \alpha_j it)}{\Gamma(1 + \delta - 1 - \sigma_j \alpha_j it)} 
\times \exp \left\{ it \sum_{j=1}^{p} \mu_j \alpha_j \right\} \prod_{j=1}^{p} \frac{\Gamma(\delta - \sigma_j \alpha_j it)}{\Gamma(\delta)} \frac{\Gamma(\delta - \sigma_j \alpha_j it)}{\Gamma(\delta)} .
$$

Now using the equality [11, p. 8-9, expressions (6) and (7)]

$$
\frac{\Gamma(z + \delta - 1)}{\Gamma(z)} = \prod_{h=0}^{\delta-2} (z + h)
$$

for $z \in \mathbb{Z}$, the result provided by this theorem follows after some simplifications. \hfill \Box

For a matter of simplicity, from now on, one will only consider the case $\alpha_j > 0$ for $j = 1, \ldots, p$. However, the general case can be addressed using the same procedure.

From Theorem 2 we may conclude that

$$
W = W_1 + W_2 \tag{8}
$$

with $W_1$ and $W_2$ independent random variables and where $W_1$ has a DGIG distribution and $W_2$ has the distribution of a shifted sum of independent random variables whose distribution corresponds to the difference of two independent LogGamma random variables or equivalently the distribution of a shifted sum of independent generalized logistic random variables, according to the definition provided in [17]. Addressing now with more detail the distribution of $W_1$: if some of the positive or negative Exponential distributions in (6) have the same parameter we can sum them, obtaining in this way Gamma distributions, so that equation (6) can be written as

$$
\Phi_{W_1}(t) = \left\{ \prod_{j=1}^{\ell^+} (\lambda_j^+)^{r_j^+} (\lambda_j^+ - it)^{-r_j^+} \right\} \left\{ \prod_{j=1}^{\ell^-} (\lambda_j^-)^{r_j^-} \times (\lambda_j^- + it)^{-r_j^-} \right\} \tag{9}
$$

where $r^+ = (r_1^+, \ldots, r_{\ell^+}^+)$ and $\lambda^+ = (\lambda_1^+, \ldots, \lambda_{\ell^+}^+)$, are respectively the shape and the rate parameters corresponding to the positive Exponential distributions, and $r^- = (r_1^-, \ldots, r_{\ell^-}^-)$ and $\lambda^- = (\lambda_1^-, \ldots, \lambda_{\ell^-}^-)$ are respectively the shape and the rate parameters corresponding to the negative Exponential distributions, and where $\ell^+$ is the number of positive Exponential distributions with different rate parameters and $\ell^-$ is the number of negative Exponential distributions with different rate parameters. Clearly, in this case, we have $\ell^+ = \ell^-$. As already referred, the exact distribution of $W_1$ is a DGIG distribution which using the notation in Appendix 1 of [13] may be denoted by

$$
\text{DGIG} \left( r^+, r^-, \lambda^+, \lambda^-, \ell^+, \ell^- \right) . \tag{10}
$$

In the next section we will show how it is possible to derive near-exact approximations using the result in Theorem 2.

### 3. Near-exact distributions for $W$

The idea behind the development of near-exact approximations is to approximate just a 'part' of the characteristic function of $W$, in the present work $\Phi_{W_2}$ in (7), by another characteristic function in such way that the resulting characteristic function corresponds to a known and manageable distribution. Similar to [13] we will consider the two following approaches.
First near-exact approximation In the first approach we will approximate the distribution of \( W = W_1 + W_2 \) by the distribution of \( W_1 + E(W_2) \), which is the distribution of \( W_1 \) with a shift. It is easy to show that \( E(W_2) = \sum_{j=1}^{p} \mu_j \alpha_j \), therefore the approach is completely defined, and one will have as an approximating distribution of the distribution of \( W \) a shifted DGIG distribution. The result is established in the following theorem.

Theorem 3
Let \( X_1, \ldots, X_p \) be \( p \) independent logistic random variables, with parameters \( \mu_j \in \mathbb{R} \) and \( \sigma_j \in \mathbb{R}^+ \). If we replace \( W_2 \) in (8) by \( E(W_2) = \sum_{j=1}^{p} \mu_j \alpha_j \) we obtain as near-exact distribution for \( W = \sum_{j=1}^{p} \alpha_j X_j \), with \( \alpha_j \in \mathbb{R}^+ \), \( j = 1, \ldots, p \), a shifted DGIG distribution which, considering the notation in [13], may be represented as

\[
\text{SDGIG}\left(r^+, r^-, \lambda^+, \lambda^-, \ell^+, \ell^-; \sum_{j=1}^{p} \mu_j \alpha_j \right),
\]

where \( r^+, r^- \), \( \lambda^+, \lambda^- \), \( \ell^+, \ell^- \) and the ones in expression (9) and \( E(W_2) = \sum_{j=1}^{p} \mu_j \alpha_j \) is the shift parameter.

Please see Appendix A, for the expression of the probability density function of the SDGIG distribution which is used to build the densities in Figure 1.

Second near-exact approximation To develop the second near-exact distribution we approximate the distribution of \( W_2 \) in (7) with a shifted Gamma distribution denoted by \( W_2^* \sim \text{SGamma}(\rho, \lambda, \theta) \), where \( \rho \) is the shape parameter, \( \lambda \) is the rate parameter and \( \theta \) is the shift parameter, and whose characteristic function is

\[
\Phi_{W_2}(t) = \left( \frac{\lambda}{\lambda - it} \right)^\rho \exp\{it\theta\}. \tag{11}
\]

The parameters \( \rho \), \( \lambda \), and \( \theta \) are determined by solving the system of equations

\[
\left. \frac{\partial^j \Phi_{W_2}(t)}{\partial t^j} \right|_{t=0} = \left. \frac{\partial^j \Phi_{W_2}(t)}{\partial t^j} \right|_{t=0}, \quad j = 1, 2, 4. \tag{12}
\]

The following theorem holds.

Theorem 4
Let \( X_1, \ldots, X_p \) be \( p \) independent logistic random variables, with parameters \( \mu_j \in \mathbb{R} \) and \( \sigma_j \in \mathbb{R}^+ \). If we use as an asymptotic approximation of \( \Phi_{W_2} \) in (7) the characteristic function \( \Phi_{W_2} \) in (11), we obtain as near-exact distribution for \( W = \sum_{j=1}^{p} \alpha_j X_j \) with and \( \alpha_j \in \mathbb{R}^+ \) the distribution of

\[
W_1 + W_2^*
\]

with \( W_1 \) distributed as in (10) and \( W_2^* \sim \text{SGamma}(\rho, \lambda, \theta) \), where \( \rho \), \( \lambda \), and \( \theta \) are given as solutions of the system in (12).

In Appendix A we present the expression of the cumulative distribution function of \( W_1 + W_2^* \). Please see also [13] for more details.

Remark: We could have also considered a mixture of shifted Gamma distributions to approximate the distribution of \( W_2 \) instead of a single shifted Gamma distribution (11). This would give rise to even more accurate approximations. However, these approximations would be more difficult to implement and more time consuming in computational terms. For these reasons we have decided to leave this approach out of the present work.

4. Measuring the accuracy and computational performance of the approximations

All the calculus in this section and also the implementation of the approximations developed in the previous section were made in the software Mathematica 10.0. We should emphasize that these approximations are only possible due to the strong connection between the theoretical results and the computational power available today.
To illustrate the properties and qualities of these approximations one will consider the following scenarios.

— Scenario I: \( \mu_1 = (1, 2), \sigma_1 = (5, 6), \) and \( \alpha_1 = \{2, 3\}; \)
— Scenario II: \( \mu_2 = (-2, -1, 3), \sigma_2 = (1, 5, 3), \) and \( \alpha_2 = (1, 2, 3); \)
— Scenario III: \( \mu_3 = (-10, -1, 1, 3), \sigma_3 = (1, 5, 3, 2), \) and \( \alpha_3 = (10, 20, 30, 40). \)

In Figure 1 we present: i) the smooth empirical density determined from a simulation of 5,000,000 values of \( W \) (solid line), ii) the probability densities functions of the near-exact approximations given in Theorem 3 (see Appendix A for details) for \( \delta = 4 \) (dotted line), 10 (dashed line) and 40 (Dot-dashed line).
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Figure 1. Plots of the smooth empirical distribution of \( W \) (solid line) and of the near-exact approximations in Theorem 3, which density functions are given in Appendix A, for \( \delta = 4 \) (dotted line), 10 (dashed line) and 40 (Dot-dashed line). In these plots \( f(\cdot) \) stands for the density functions and \( y \) is the running value.

We see from Figure 1 that, for the near-exact approximations developed in Theorem 3 and for values of \( \delta = 40 \) there is a fairly reasonable adjustment between the exact and approximating distribution. Clearly, a more perfect fit can be reached by considering higher values of \( \delta. \)

To access the precision of the approximations we use a measure of proximity between characteristic functions which is also a measure of proximity between cumulative distribution functions. The measure is defined as,

\[
\Delta = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left| \frac{\Phi_W(t) - \Phi_{app}(t)}{t} \right| \, dt ,
\]

(13)

where \( \Phi_W \) represents the exact characteristic function of \( W \) and \( \Phi_{app} \) represents an approximate characteristic function for \( \Phi_W. \) This measure has already been used in several related studies, for further details please see

In Table 1, we computed the values of the measure $\Delta$ between the exact characteristic function of $W$ in (2) and the approximating characteristic function corresponding to the distribution in Theorem 3 which is given by

$$
\Phi_{W_1}(t) \times \exp \{itE(W_2)\} = \Phi_{W_1}(t) \times \exp \left\{ it \sum_{j=1}^{p} \mu_j \alpha_j \right\}
$$

with $\Phi_{W_1}$ in (6). In Table 2 we considered the same exact characteristic function of $W$ and the approximating characteristic function corresponding to the distribution in Theorem 4 and which is given by

$$
\Phi_{W_1}(t) \times \Phi_{W_2}(t)
$$

with $\Phi_{W_1}$ in (6) and $\Phi_{W_2}$ in (11).

Table 1. Values of $\Delta$ for the first type of near-exact approximations given by Theorem 3

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Scenario I</th>
<th>Scenario II</th>
<th>Scenario III</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$3.9 \times 10^{-2}$</td>
<td>$3.8 \times 10^{-2}$</td>
<td>$3.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>10</td>
<td>$1.3 \times 10^{-2}$</td>
<td>$1.3 \times 10^{-2}$</td>
<td>$1.2 \times 10^{-2}$</td>
</tr>
<tr>
<td>16</td>
<td>$8.0 \times 10^{-3}$</td>
<td>$7.7 \times 10^{-3}$</td>
<td>$7.3 \times 10^{-3}$</td>
</tr>
<tr>
<td>20</td>
<td>$6.3 \times 10^{-3}$</td>
<td>$6.1 \times 10^{-3}$</td>
<td>$5.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>30</td>
<td>$4.1 \times 10^{-3}$</td>
<td>$3.9 \times 10^{-3}$</td>
<td>$3.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>40</td>
<td>$3.1 \times 10^{-3}$</td>
<td>$3.0 \times 10^{-3}$</td>
<td>$2.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>50</td>
<td>$2.5 \times 10^{-3}$</td>
<td>$2.4 \times 10^{-3}$</td>
<td>$2.2 \times 10^{-3}$</td>
</tr>
<tr>
<td>100</td>
<td>$1.2 \times 10^{-3}$</td>
<td>$1.2 \times 10^{-3}$</td>
<td>$1.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>500</td>
<td>$2.4 \times 10^{-4}$</td>
<td>$2.3 \times 10^{-4}$</td>
<td>$2.2 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 2. Values of $\Delta$ for the second type of near-exact approximations given by Theorem 4

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Scenario I</th>
<th>Scenario II</th>
<th>Scenario III</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$6.3 \times 10^{-4}$</td>
<td>$4.9 \times 10^{-4}$</td>
<td>$5.1 \times 10^{-4}$</td>
</tr>
<tr>
<td>10</td>
<td>$3.5 \times 10^{-5}$</td>
<td>$2.7 \times 10^{-5}$</td>
<td>$2.9 \times 10^{-5}$</td>
</tr>
<tr>
<td>16</td>
<td>$8.1 \times 10^{-6}$</td>
<td>$6.2 \times 10^{-6}$</td>
<td>$6.9 \times 10^{-6}$</td>
</tr>
<tr>
<td>20</td>
<td>$4.1 \times 10^{-6}$</td>
<td>$3.1 \times 10^{-6}$</td>
<td>$3.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>30</td>
<td>$1.2 \times 10^{-6}$</td>
<td>$8.9 \times 10^{-7}$</td>
<td>$1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>40</td>
<td>$4.9 \times 10^{-7}$</td>
<td>$3.7 \times 10^{-7}$</td>
<td>$4.2 \times 10^{-7}$</td>
</tr>
<tr>
<td>50</td>
<td>$2.7 \times 10^{-7}$</td>
<td>$1.9 \times 10^{-7}$</td>
<td>$2.1 \times 10^{-7}$</td>
</tr>
<tr>
<td>100</td>
<td>$3.1 \times 10^{-8}$</td>
<td>$2.3 \times 10^{-8}$</td>
<td>$2.6 \times 10^{-8}$</td>
</tr>
<tr>
<td>500</td>
<td>$2.4 \times 10^{-10}$</td>
<td>$1.9 \times 10^{-10}$</td>
<td>$3.5 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

From Tables 1 and 2 we may see that the second near-exact approximation, corresponding to the result in Theorem 4, tends to give smaller values of the measure $\Delta$ than the first near-exact approximation. Both approximations improve their precision when $\delta$ increases. Thus, the parameter $\delta$ can be used to control the quality of these approximations. To study the efficiency of these approximations in computational terms we have determined the empirical 0.90 and 0.95 quantiles from a simulated sample of size 5 000 000 and evaluated the cumulative distribution functions corresponding to the first and second near-exact approximations. We present, in Tables 3 and 4, the results and also the computing time in seconds for the approximating values of $P(W \leq q)$ obtained...
using the first and second type of near-exact approximations given in Theorems 3 and 4 and denoted in the tables, respectively, by $\tilde{F}_{1,q}$ and $\tilde{F}_{2,q}$.

From Tables 3 and 4 we may observe, in the scenarios considered, that i) the second near-exact approximation, although more accurate, can be quite time consuming, therefore we suggest the use of small values of $\delta$ for this approximation, ii) the first near-exact approximation is quite fast but not so accurate, iii) in both approximations the computing time increases with the value of $\delta$ and with the number of variables, iv) finally, for practical purposes, we suggest the use of the second near-exact approximation in cases where high accuracy is required and the first near-exact approximation for cases where it is preferable to choose speed rather than precision. In Table 4 we only considered values $\delta \leq 10$ because, for bigger values of $\delta$, the computing time starts to be very high and thus the approximation is of reduced interest in practical terms.

Table 3. Computing times, in seconds, for the approximating values of $P(W \leq q)$ obtained using the first type of near-exact approximations given by Theorem 3 where $q$ is the 0.90 or 0.95 empirical quantile

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Scenario I</th>
<th>Scenario II</th>
<th>Scenario III</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.92 0.00</td>
<td>0.96 0.02</td>
<td>0.92 0.02</td>
</tr>
<tr>
<td>5</td>
<td>0.92 0.02</td>
<td>0.96 0.00</td>
<td>0.92 0.02</td>
</tr>
<tr>
<td>6</td>
<td>0.91 0.02</td>
<td>0.96 0.02</td>
<td>0.91 0.03</td>
</tr>
<tr>
<td>7</td>
<td>0.91 0.02</td>
<td>0.96 0.02</td>
<td>0.91 0.05</td>
</tr>
<tr>
<td>8</td>
<td>0.91 0.03</td>
<td>0.96 0.03</td>
<td>0.91 0.06</td>
</tr>
<tr>
<td>9</td>
<td>0.91 0.04</td>
<td>0.96 0.03</td>
<td>0.91 0.08</td>
</tr>
<tr>
<td>10</td>
<td>0.90 0.14</td>
<td>0.95 0.14</td>
<td>0.90 0.34</td>
</tr>
<tr>
<td>20</td>
<td>0.90 0.34</td>
<td>0.95 0.34</td>
<td>0.90 0.84</td>
</tr>
<tr>
<td>30</td>
<td>0.90 0.66</td>
<td>0.95 0.66</td>
<td>0.90 1.64</td>
</tr>
<tr>
<td>50</td>
<td>0.90 1.06</td>
<td>0.95 1.06</td>
<td>0.90 2.72</td>
</tr>
<tr>
<td>60</td>
<td>0.90 1.59</td>
<td>0.95 1.59</td>
<td>0.90 4.16</td>
</tr>
<tr>
<td>70</td>
<td>0.90 2.25</td>
<td>0.95 2.27</td>
<td>0.90 6.00</td>
</tr>
<tr>
<td>80</td>
<td>0.90 3.08</td>
<td>0.95 3.06</td>
<td>0.90 8.30</td>
</tr>
<tr>
<td>90</td>
<td>0.90 3.98</td>
<td>0.95 4.01</td>
<td>0.90 13.4</td>
</tr>
<tr>
<td>100</td>
<td>0.90 5.17</td>
<td>0.95 5.17</td>
<td>0.90 17.5</td>
</tr>
</tbody>
</table>

Table 4. Computing times, in seconds, for the approximating values of $P(W \leq q)$ obtained using the second type of near-exact approximations given by Theorem 4 where $q$ is the 0.90 or 0.95 empirical quantile

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Scenario I</th>
<th>Scenario II</th>
<th>Scenario III</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.90 0.91</td>
<td>0.95 1.06</td>
<td>0.90 2.30</td>
</tr>
<tr>
<td>5</td>
<td>0.90 2.22</td>
<td>0.95 2.45</td>
<td>0.90 5.52</td>
</tr>
<tr>
<td>6</td>
<td>0.90 4.52</td>
<td>0.95 5.08</td>
<td>0.90 11.1</td>
</tr>
<tr>
<td>7</td>
<td>0.90 8.27</td>
<td>0.95 9.36</td>
<td>0.90 20.6</td>
</tr>
<tr>
<td>8</td>
<td>0.90 13.8</td>
<td>0.95 15.6</td>
<td>0.90 35.2</td>
</tr>
<tr>
<td>9</td>
<td>0.90 22.4</td>
<td>0.95 25.5</td>
<td>0.90 79.0</td>
</tr>
<tr>
<td>10</td>
<td>0.90 38.8</td>
<td>0.95 55.5</td>
<td>0.90 123.2</td>
</tr>
</tbody>
</table>

5. Application of this procedure to the linear combination of independent generalized logistic distributions

The near-exact approximations developed in Section 3 were obtained by approximating \( \Phi_{W_2} \) in (7). The expression \( \exp \left\{ it \sum_{j=1}^{p} \mu_j \alpha_j \right\} \) in (7) corresponds to a shift in the distribution with characteristic function given by

\[
\prod_{j=1}^{p} \frac{\Gamma(\delta - \sigma_j \alpha_j it)}{\Gamma(\delta)} \frac{\Gamma(\delta + it \sigma_j \alpha_j)}{\Gamma(\delta)}
\]

which, according to the definition in [17], is a linear combination of independent generalized logistic random variables. Thus, to derive near-exact approximations for the linear combination of independent logistic random variables we have approximated a shifted linear combination of independent generalized logistic random variables by a shifted Gamma distribution. Thus, it seems appropriate to consider the same procedure developed in Section 3 to develop near-exact approximations for the linear combination of generalized logistic distributions. We will briefly explain the procedure since it is very similar to the one developed in Section 3. Let us consider \( Y_1, \ldots, Y_p \) independent generalized logistic random variables, with parameters \( p_j, q_j \in \mathbb{R}^+ \) that is

\[
Y_j \overset{\text{ind}}{\sim} \text{GLogist}(p_j, q_j)
\]

for \( j = 1, \ldots, p \). In [17] the authors give the moment generating function for \( Y_j \) from which it is possible to derive easily the corresponding characteristic function of \( Y_j \). Thus, the characteristic function of \( Y_j \) is given by

\[
\Phi_{Y_j}(t) = \frac{\Gamma(p_j - it) \Gamma(q_j + it)}{\Gamma(p_j) \Gamma(q_j)}, \quad t \in \mathbb{R}.
\]

Therefore, the characteristic function of the linear combination of \( p \) independent logistic random variables, \( Z = \sum_{j=1}^{p} \alpha_j Y_j \), for \( \alpha_j \in \mathbb{R} \), is defined as

\[
\Phi_{Z}(t) = \prod_{j=1}^{p} \frac{\Gamma(p_j - i\alpha_j t) \Gamma(q_j + i\alpha_j t)}{\Gamma(p_j) \Gamma(q_j)} \quad t \in \mathbb{R}.
\]

In order to develop near-exact approximations for the distribution of \( Z \) we may represent the exact characteristic function of \( Z \) as in the following theorem.

**Theorem 5**

Let \( Y_1, \ldots, Y_p \) be \( p \) independent generalized logistic random variables, with parameters \( p_j, q_j \in \mathbb{R}^+ \). Then, for \( \delta \in \mathbb{N} \), the characteristic function of \( Z = \sum_{j=1}^{p} \alpha_j Y_j \) with \( \alpha_j \in \mathbb{R} \) may be written as

\[
\Phi_{Z}(t) = \Phi_{Z_1}(t) \times \Phi_{Z_2}(t)
\]

with

\[
\Phi_{Z_1}(t) = \left\{ \prod_{j=1}^{p} \prod_{k=0}^{\delta-1} \left( \frac{p_j + k}{\alpha_j} \right) \left( \frac{p_j + k}{\alpha_j} - it \right)^{-1} \right\} \left\{ \prod_{j=1}^{p} \prod_{k=0}^{\delta-1} \left( \frac{q_j + k}{\alpha_j} \right) \left( \frac{q_j + k}{\alpha_j} + it \right)^{-1} \right\}
\]

and

\[
\Phi_{Z_2}(t) = \prod_{j=1}^{p} \frac{\Gamma(p_j + \delta - \alpha_j it)}{\Gamma(p_j + \delta)} \frac{\Gamma(q_j + \delta + \alpha_j it)}{\Gamma(q_j + \delta)}
\]

**Proof:** The proof is similar to the one of Theorem 2. \( \square \)

Similar to what was referred for \( W_1 \) in Section 3 but now for the distribution of \( Z_1 \); if some of the positive or negative Exponential distributions in (17) have the same parameter we can sum them, obtaining in this way Gamma
distributions, so that

\[ \Phi_{Z_1}(t) = \left\{ \prod_{j=1}^{\ell^+} (\lambda^+_j)^{r^+_j} (\lambda^+_j - it)^{-r^+_j} \right\} \left\{ \prod_{j=1}^{\ell^-} (\lambda^-_j)^{r^-_j} \times (\lambda^-_j + it)^{-r^-_j} \right\} \]  \hspace{1cm} (19) \]

where, again, \( r^+ = (r^+_1, \ldots, r^+_{\ell^+}) \) and \( \lambda^+ = (\lambda^+_1, \ldots, \lambda^+_{\ell^+}) \), are respectively the shape and rate parameters corresponding to the positive Exponential distributions, and \( r^- = (r^-_1, \ldots, r^-_{\ell^-}) \) and \( \lambda^- = (\lambda^-_1, \ldots, \lambda^-_{\ell^-}) \) are respectively the shape and rate parameters corresponding to the negative Exponential distributions, and where \( \ell^+ \) is the number of positive Exponential distributions with different rate parameters and \( \ell^- \) is the number of negative Exponential distributions with different rate parameters. In this case \( \ell^+ \) may not be equal to \( \ell^- \).

Very succinctly, noticing that \( Z = Z_1 + Z_2 \) and following a similar procedure to the one used in Section 3 and stated in Theorems 3 and 4, we will consider the following approximations:

1. in the first approach for the distribution of \( Z = Z_1 + Z_2 \) we consider the distribution of \( Z_1 + E(Z_2) \). The resulting distribution is a shifted DGIG distribution

\[ \text{SDGIG}\left(r^+, r^-, \lambda^+, \lambda^-, \ell^+, \ell^-, E(Z_2)\right) \]

with corresponding characteristic function given by

\[ \Phi_{Z_1}(t) \times \exp\{itE(Z_2)\}. \]  \hspace{1cm} (20) \]

2. For the second near-exact distribution it may happen that the solution of a similar system to the one in (12) may provide a negative value for \( \lambda \). In this case we will consider a negative shifted Gamma distribution for \( Z^*_2 \) to approximate the distribution of \( Z_2 \). One should note that, in this case, the resulting approximating distribution of \( Z_1 + Z^*_2 \) was also studied in [13]. Thus, the second near-exact approximation will be obtained approximating the distribution of \( Z_2 \) in (18) with a positive or negative shifted Gamma distribution. For the positive case the characteristic function is given by

\[ \Phi_{Z^*_2}(t) = \left( \frac{\lambda}{\lambda - it} \right)^\rho \exp\{it\theta\}. \]

and for the negative case by \( \Phi_{Z^*_2}(-t) \). This procedure was also adopted in [13] for the linear combination of independent Gumbel random variables. The parameters \( \rho, \lambda, \) and \( \theta \) are determined by solving the system of equations in (12), but now replacing \( \Phi_{W_2}(t) \) by \( \Phi_{Z^*_2}(t) \) and \( \Phi_{W_2}(t) \) by \( \Phi_{Z_2}(t) \). Thus, the distribution of \( Z = \sum_{j=1}^p \alpha_j Y_j \) will be approximated by the distribution of

\[ Z_1 + Z^*_2 \text{ or by } Z_1 - Z^*_2 \]

with characteristic functions given, respectively, by

\[ \Phi_{Z_1}(t) \times \Phi_{Z^*_2}(t) \text{ or } \Phi_{Z_1}(t) \times \Phi_{Z^*_2}(-t). \]  \hspace{1cm} (21) \]

Details on the distribution of \( Z_1 + Z^*_2 \) and of \( Z_1 - Z^*_2 \) can be found in Appendix 1 of [13].

To illustrate the quality of these approximations one will also use the measure \( \Delta \) in (13). In this measure one will consider the exact characteristic function of \( Z \) in (15) and the characteristic function corresponding to the first near-exact approximation in (20) and to the one corresponding to the second near-exact approximation in (21). In Tables 5–8 ahead we consider the following three scenarios:

— Scenario IV: \( p_v = (1, 2), q_v = (5, 6), \) and \( \alpha_v = (2, 3); \)

— Scenario V: \( p_v = (1, 2, 3), q_v = (1, 5, 3), \) and \( \alpha_v = (4, 5, 6); \)
—Scenario VI: \( p_{v_1} = (1, 1, 3, 10). \ q_{v_1} = (1, 5, 3, 2), \) and \( \alpha_{v_1} = (10, 20, 30, 40). \)

In scenarios IV and V we considered for the distribution of \( Z_\mathbf{y}^2 \) a shifted Gamma distribution and in Scenario VI we used a negative shifted gamma distribution for the approximating distribution. In Tables 5–8 we may observe, for both approximations, the same kind of behaviour already described in Tables 1–4 for the near-exact approximations developed in Section 3. The second near-exact approximation is again more precise but requires more computing power and time.

Table 5. Values of \( \Delta \) for the first type of near-exact approximations

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>Scenario IV</th>
<th>Scenario V</th>
<th>Scenario VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4.4 \times 10^{-2}</td>
<td>3.7 \times 10^{-2}</td>
<td>4.4 \times 10^{-2}</td>
</tr>
<tr>
<td>10</td>
<td>2.8 \times 10^{-2}</td>
<td>2.4 \times 10^{-2}</td>
<td>2.9 \times 10^{-2}</td>
</tr>
<tr>
<td>16</td>
<td>1.9 \times 10^{-2}</td>
<td>1.5 \times 10^{-2}</td>
<td>1.9 \times 10^{-2}</td>
</tr>
<tr>
<td>20</td>
<td>1.5 \times 10^{-2}</td>
<td>1.2 \times 10^{-2}</td>
<td>1.6 \times 10^{-2}</td>
</tr>
<tr>
<td>30</td>
<td>1.0 \times 10^{-2}</td>
<td>8.5 \times 10^{-3}</td>
<td>1.1 \times 10^{-2}</td>
</tr>
<tr>
<td>40</td>
<td>7.9 \times 10^{-3}</td>
<td>6.4 \times 10^{-3}</td>
<td>8.2 \times 10^{-3}</td>
</tr>
<tr>
<td>50</td>
<td>6.3 \times 10^{-3}</td>
<td>5.2 \times 10^{-3}</td>
<td>6.6 \times 10^{-3}</td>
</tr>
<tr>
<td>100</td>
<td>3.2 \times 10^{-3}</td>
<td>2.6 \times 10^{-3}</td>
<td>3.3 \times 10^{-3}</td>
</tr>
<tr>
<td>500</td>
<td>6.6 \times 10^{-4}</td>
<td>5.2 \times 10^{-4}</td>
<td>6.9 \times 10^{-4}</td>
</tr>
</tbody>
</table>

Table 6. Values of \( \Delta \) for the second type of near-exact approximations

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>Scenario IV</th>
<th>Scenario V</th>
<th>Scenario VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1.5 \times 10^{-4}</td>
<td>1.8 \times 10^{-4}</td>
<td>1.4 \times 10^{-4}</td>
</tr>
<tr>
<td>10</td>
<td>5.7 \times 10^{-5}</td>
<td>7.8 \times 10^{-5}</td>
<td>5.2 \times 10^{-5}</td>
</tr>
<tr>
<td>16</td>
<td>2.3 \times 10^{-5}</td>
<td>3.4 \times 10^{-5}</td>
<td>2.1 \times 10^{-5}</td>
</tr>
<tr>
<td>20</td>
<td>1.5 \times 10^{-5}</td>
<td>2.3 \times 10^{-5}</td>
<td>1.4 \times 10^{-5}</td>
</tr>
<tr>
<td>30</td>
<td>7.2 \times 10^{-6}</td>
<td>1.1 \times 10^{-5}</td>
<td>6.5 \times 10^{-6}</td>
</tr>
<tr>
<td>40</td>
<td>4.2 \times 10^{-6}</td>
<td>6.2 \times 10^{-6}</td>
<td>3.8 \times 10^{-6}</td>
</tr>
<tr>
<td>50</td>
<td>2.7 \times 10^{-6}</td>
<td>4.0 \times 10^{-6}</td>
<td>2.5 \times 10^{-6}</td>
</tr>
<tr>
<td>100</td>
<td>7.2 \times 10^{-7}</td>
<td>1.1 \times 10^{-6}</td>
<td>6.5 \times 10^{-7}</td>
</tr>
<tr>
<td>500</td>
<td>3.0 \times 10^{-8}</td>
<td>4.4 \times 10^{-8}</td>
<td>2.8 \times 10^{-8}</td>
</tr>
</tbody>
</table>

Again, in this case we have only consider positive \( \alpha_j \) \( (j = 1, \ldots, p) \) however the general case with \( \alpha_j \in \mathbb{R} \) can be addressed in the same manner. Further research must be done in order to analyse all the details of this second near-exact approximation, for example it is important to find out in which cases should we use the positive or the negative shifted Gamma distribution. Another issue is what moments should be matched? We have chosen to match the first, second and fourth moments because when we tried to match the first three moments we found out that the system in (12) had no solution, in the case of the linear combination of independent logistic random variables. However, for the linear combination of independent generalized logistic distributions it is possible to use the first three moments. For both near-exact approximations, when the number of variables and/or \( \delta \) increases the computing time also increases, this trend is more notorious for the second near-exact approximation. Final remark, to emphasize that the approximations developed in this work are only possible due to the fundamental combination of theory and computation techniques and can only be implemented, for practical purposes, because of the computing power available today.
Table 7. Computing times, in seconds, for the approximating values of $P(W \leq q)$ obtained using the first type of near-exact approximations where $q$ is the 0.90 or 0.95 empirical quantile

<table>
<thead>
<tr>
<th>Scenario IV</th>
<th>Scenario V</th>
<th>Scenario VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>$F_{\tilde{F}_{q,0.90}}$</td>
<td>time</td>
</tr>
<tr>
<td>4</td>
<td>0.92</td>
<td>0.02</td>
</tr>
<tr>
<td>5</td>
<td>0.92</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.92</td>
<td>0.02</td>
</tr>
<tr>
<td>7</td>
<td>0.92</td>
<td>0.02</td>
</tr>
<tr>
<td>8</td>
<td>0.92</td>
<td>0.02</td>
</tr>
<tr>
<td>9</td>
<td>0.91</td>
<td>0.03</td>
</tr>
<tr>
<td>10</td>
<td>0.91</td>
<td>0.03</td>
</tr>
<tr>
<td>20</td>
<td>0.91</td>
<td>0.16</td>
</tr>
<tr>
<td>30</td>
<td>0.91</td>
<td>0.27</td>
</tr>
<tr>
<td>40</td>
<td>0.90</td>
<td>0.48</td>
</tr>
<tr>
<td>50</td>
<td>0.90</td>
<td>0.79</td>
</tr>
<tr>
<td>60</td>
<td>0.90</td>
<td>1.20</td>
</tr>
<tr>
<td>70</td>
<td>0.90</td>
<td>1.63</td>
</tr>
<tr>
<td>80</td>
<td>0.90</td>
<td>2.19</td>
</tr>
<tr>
<td>90</td>
<td>0.90</td>
<td>2.84</td>
</tr>
<tr>
<td>100</td>
<td>0.90</td>
<td>3.50</td>
</tr>
</tbody>
</table>

Table 8. Computing times, in seconds, for the approximating values of $P(W \leq q)$ obtained using the second type of near-exact approximations where $q$ is the 0.90 or 0.95 empirical quantile

<table>
<thead>
<tr>
<th>Scenario IV</th>
<th>Scenario V</th>
<th>Scenario VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>$F_{\tilde{F}_{q,0.90}}$</td>
<td>time</td>
</tr>
<tr>
<td>4</td>
<td>0.90</td>
<td>1.25</td>
</tr>
<tr>
<td>5</td>
<td>0.90</td>
<td>2.52</td>
</tr>
<tr>
<td>6</td>
<td>0.90</td>
<td>4.05</td>
</tr>
<tr>
<td>7</td>
<td>0.90</td>
<td>6.22</td>
</tr>
<tr>
<td>8</td>
<td>0.90</td>
<td>9.61</td>
</tr>
<tr>
<td>9</td>
<td>0.90</td>
<td>14.3</td>
</tr>
<tr>
<td>10</td>
<td>0.90</td>
<td>22.1</td>
</tr>
</tbody>
</table>

6. Conclusions

In this work the exact distribution of the linear combination of independent logistic random variables was addressed and two near-exact approximations were developed for this distribution. These two approximations are useful for different purposes, the first for cases where speed of computation is important and the second for cases where high precision is need. Numerical studies show that the parameter $\delta$ can be used to control the level of accuracy in both approximations. In the process, near-exact approximations for the linear combination of generalized logistic random variables were also developed. Further developments on these topics, may involve the development of packages or computational modules that allow the generalized use of the results obtained in this work. It is still intended in the future to obtain a new approach that may combine high precision with computational speed.
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Appendix A

The density function of the SDGIG distribution proposed in Theorem 3

The near-exact distribution for $W = \sum_{j=1}^{p} \alpha_j X_j$, with $\alpha_j \in \mathbb{R}^+$, $j = 1, \ldots, p$, proposed in Theorem 3, is a shifted DGIG distribution [6] which, considering the notation in [13], may be represented as

$$SDGIG \left( r^+, r^-, \lambda^+, \lambda^-, \ell^+, \ell^-, \sum_{j=1}^{p} \mu_j \alpha_j \right),$$

where $r^+$, $r^-$, $\lambda^+$, and $\lambda^-$, $\ell^+$ and $\ell^-$ are the ones in expression (9) and $E(W_2) = \sum_{j=1}^{p} \mu_j \alpha_j$ is the shift parameter. The density function of this distribution which was used to plot the near-exact approximating density functions in Figure 1 is given by

$$f(y) = \begin{cases} 
\sum_{j=1}^{\ell^+} \sum_{k=1}^{r_j^+} \sum_{i=0}^{r_j^+} p_{jki} f_{Y_{jki}} \left( y - \sum_{j=1}^{p} \mu_j \alpha_j \right), & y - \sum_{j=1}^{p} \mu_j \alpha_j \geq 0, \\
\sum_{j=1}^{\ell^-} \sum_{k=1}^{r_j^-} \sum_{i=0}^{r_j^-} p_{jki}^* f_{Y_{jki}}^* \left( -y + \sum_{j=1}^{p} \mu_j \alpha_j \right), & y - \sum_{j=1}^{p} \mu_j \alpha_j < 0,
\end{cases}$$

where, for $j = 1, \ldots, \ell^+; k = 1, \ldots, r_j^+; i = 0, \ldots, k - 1$,

$$p_{jki} = \frac{K_1 K_2}{(\lambda_j^+)^{k-i}} c_{jk} \sum_{h=1}^{r_h} d_{h} \frac{(k-1)!}{i!} \frac{(h+i-1)!}{(\lambda_j^+ + \lambda_{\ell}^-)^{h+i}},$$

and, for $j = 1, \ldots, \ell^-; k = 1, \ldots, r_j^-; i = 0, \ldots, k - 1$,

$$p_{jki}^* = \frac{K_1 K_2}{(\lambda_j^-)^{k-i}} d_{jk} \sum_{h=1}^{r_h^+} c_{jk} \frac{(k-1)!}{i!} \frac{(h+i-1)!}{(\lambda_j^- + \lambda_{\ell}^+)^{h+i}},$$

with

$$K_1 = \prod_{j=1}^{\ell^+} (\lambda_j^+)^{r_j^+}, \quad K_2 = \prod_{j=1}^{\ell^-} (\lambda_j^-)^{r_j^-},$$

and $c_{jk}$ ($j = 1, \ldots, \ell^+; k = 1, \ldots, r_j^+$) given by (2.9)-(2.11) in [6], with $p$ replaced by $\ell^+$ and $r_j$ replaced by $r_j^+$ and $d_{jk}$ ($j = 1, \ldots, \ell^-; k = 1, \ldots, r_j^-)$ defined in a similar manner, replacing $\ell^+$ by $\ell^-$ and $r_j^+$ by $r_j^-$, and where, for $y \geq 0$,

$$f_{Y_{jki}}(y) = \frac{(\lambda_j^+)^{k-i}}{\Gamma(k-i)} y^{k-i-1} e^{-\lambda_j^+ y},$$

and

$$F_{Y_{jki}}(y) = 1 - \sum_{t=0}^{k-i-1} \frac{(\lambda_j^+)^t}{t!} y^t e^{-\lambda_j^+ y},$$

are respectively the density and distribution functions of $Y_{jki} \sim \text{Gamma}(k - i, \lambda_j^+)$, while $f_{Y_{jki}}(\cdot)$ and $F_{Y_{jki}}(\cdot)$ are the density and distribution functions of $Y_{jki}^* \sim \text{Gamma}(k - i, \lambda_j^-)$.

The weights $p_{jki}$ and $p_{jki}^*$ verify the relation

$$
\sum_{j=1}^{\ell^+} \sum_{k=1}^{r^+_j} \sum_{i=0}^{k-1} p_{jki} + \sum_{j=1}^{\ell^-} \sum_{k=1}^{r^-_j} \sum_{i=0}^{k-1} p_{jki}^* = 1.
$$

The corresponding cumulative distribution function may be obtained, with the correct choice of parameters, from [6, 13].

**The cumulative distribution function of $W_1 + W_2^*$ defined in Theorem 4**

The near-exact distribution for $W = \sum_{j=1}^p \alpha_j X_j$ with and $\alpha_j \in \mathbb{R}^+$ defined in Theorem 4 is given by the distribution of $W_1 + W_2^*$

with $W_1$ distributed as in (10) and $W_2^* \sim SGamma(\rho, \lambda, \theta)$, where $\rho$, $\lambda$, and $\theta$ are given as solutions of the system in (12). The cumulative distribution function of $W_1 + W_2^*$ may be represented as [13]

$$
F(z) = \begin{cases} 
\sum_{j=1}^{\ell^+} \sum_{k=1}^{r^+_j} \sum_{i=0}^{k-1} p_{jki} F_{G_1}(z - \theta; r^*, \lambda_j^*, 2) + \sum_{j=1}^{\ell^-} \sum_{k=1}^{r^-_j} \sum_{i=0}^{k-1} p_{jki}^* F_{W_2^* - Y_{jki}^*}(z - \theta), & z - \theta \geq 0, \\
\sum_{j=1}^{\ell^-} \sum_{k=1}^{r^-_j} \sum_{i=0}^{k-1} p_{jki}^* F_{W_2^* - Y_{jki}^*}(z - \theta), & z - \theta < 0.
\end{cases}
$$

(25)

with $r^* = (k - i, \rho)$. $\lambda_j^* = (\lambda_j^+, \lambda)$ and $G_1 \sim \text{GNIG}(r^*, \lambda_j^*, 2)$ (where GNIG stands for the Generalized Near-Integer Gamma distribution of depth 2 [5]). The weights $p_{jki}$ and $p_{jki}^*$ are the same as in (22) and (23), and $Y_{jki}^* \sim \text{Gamma}(k - i, \lambda_j^-)$. Concerning the distribution of $W_2^* - Y_{jki}^*$, corresponds to the difference between two independent Gamma random variables, one with a non-integer shape parameter and the other with an integer shape parameter. In detail, if one considers $Y_1 \sim \text{Gamma}(r, \lambda_1)$ and $Y_2 \sim \text{Gamma}(\rho, \lambda)$ where $\rho, \lambda_1$ and $\lambda$ are positive real numbers and $r$ is a positive integer, the distribution function of $Y_2 - Y_1$ is given by

$$
F_{Y_2 - Y_1}(z) = \begin{cases} 
1 - \frac{\Gamma(\rho, \lambda z)}{\Gamma(\rho)} + \frac{\lambda^\rho}{\Gamma(\rho)} e^{\lambda z} \left\{ \sum_{t=0}^{r-1} \frac{\lambda^t}{t!} \sum_{k=0}^{t} \binom{t}{k} (-z)^k \left(\frac{\lambda + \lambda_1}{\lambda + \lambda_1} \right)^{t-k} \Gamma(t+\rho-k, (\lambda+\lambda_1)z) \right\}, & z \geq 0, \\
\frac{\lambda^\rho}{\Gamma(\rho)} e^{\lambda z} \left\{ \sum_{t=0}^{r-1} \frac{\lambda^t}{t!} \sum_{k=0}^{t} \binom{t}{k} (-z)^k \left(\frac{\lambda + \lambda_1}{\lambda + \lambda_1} \right)^{t-k} \Gamma(t+\rho-k, (\lambda+\lambda_1)z) \right\}, & z < 0.
\end{cases}
$$

For more details please see the Appendix in [13].
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