Comparison of two sampling schemes in estimating the stress-strength reliability under the proportional reversed hazard rate model
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1. Introduction

The stress-strength reliability is defined as \( R := \text{Pr}(X < Y) \) or the probability of not failing when a random stress \( X \) is applied to a certain device with strength \( Y \). For example, the random variable \( Y \) represents the strength of a building during an earthquake and the random variable \( X \) is stress from the earthquake. Therefore, \( R \) could be defined as the probability of designing a safe building. Some practical examples could be found in Kotz et al. [15]. Many authors have studied the stress-strength parameter \( R \) in parametric and non-parametric inferences by considering several specific distributions of \( X \) and \( Y \) under different sampling schemes. There are several studies on the estimation of \( R \) based on the complete samples such as Raqab et al. [20] and Rezaei et al. [21] who estimated \( R \) for the three-parameter Weibull and generalized Pareto distributions, respectively. Also, Mutlak et al. [17] considered estimation of \( R \) using ranked set sampling (RSS) in the case of the exponential distribution. Recently, some authors have investigated the statistical inference for \( R \) based on record data. Baklizi [4] studied the likelihood and Bayesian estimations of \( R \) using lower record values from the generalized exponential distribution (GE). Asgharzadeh et al. [2] obtained the estimation of \( R \) for the two-parameter generalized exponential records. Moreover, Basirat et al. [5] estimated the stress-strength parameter for the proportional hazard rate (PHR) models based on record values. Let \( X_1, X_2, \ldots \), be an infinite sequence of independent and identically distributed (iid)
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random variables. An observation $X_j$ is called a lower record if $X_j < X_i$ for every $(i < j)$. Salehi and Ahmadi [25] introduced a new sampling scheme in record-breaking data. They proposed that more accurate results can be achieved for compared ordinary record values. Suppose $n$ independent sequences are considered sequentially, and the $i$th sequence sampling is terminated when the $i$th record is observed. The only available observations for analysis are the last record value in each sequence. Let us denote the last record for the $i$th sequence in this plan by $L_{i,i}$. Then the available observations are $L = (L_{1,1}, L_{2,2}, ..., L_{n,n})^\top$. Therefore, the following diagram can be used to describe this observational process:

$$
\begin{align*}
1 : L_{(1)1} & \rightarrow L_{1,1} = L_{(1)1} \\
2 : L_{(1)2} & \rightarrow L_{2,2} = L_{(2)2} \\
\vdots & \vdots \ddots \\
n : L_{(1)n} & \rightarrow L_{n,n} = L_{(n)n},
\end{align*}
$$

(1)

Where $L_{(i)i}$ is the $i$th ordinary lower record in the $i$th sequence. Notice that unlike the ordinary records, here $L_{i,i}$'s are independent random variables but not necessarily ordered. The proposed scheme is called RRSS because this scheme is based on general ranked set sampling. Let $F(\cdot; \theta)$ and $f(\cdot; \theta)$ be the cumulative distribution function (cdf) and probability density function (pdf) of the sampling population, respectively. Then, using the marginal density of ordinary record (see Arnold et al. [1]) the joint density of $L$ is readily obtained as

$$
f_{L}(l; \theta) = \prod_{i=1}^{n} \frac{(- \log F(l_{i,i}; \theta))^{i-1} f(l_{i,i}; \theta)}{(i-1)!}, \quad \theta \in \Theta,
$$

(2)

where $l = (l_{1,1}, l_{2,2}, ..., l_{n,n})^\top$ is the observed vector of $L$, $\theta$ is a real-valued parameter and $\Theta$ is the parameter space. For the upper case, we use $\bar{F}$ instead of $F$ where $\bar{F} = 1 - F$.

Salehi and Ahmadi [26] considered the estimation of stress-strength reliability based on RRSS for the exponential distribution. With collaboration of Dey [27], they also compared the RRSS scheme with ordinary records in estimating the unknown parameter of PHR model. The RRSS plan has also been investigated by other researchers. Among them, Eskandarzadeh et al. [11] obtained information measure for RRSS. Paul and Thomas [18] proposed concomitant RRSS. Safarizan et al. [23, 24] proposed some improved estimators including the preliminary test estimator as well as stein-type shrinkage estimator for stress-strength reliability using RRSS scheme. Sadeghpour et al. [22] considered the likelihood and Bayesian estimation of stress-strength reliability using lower RRSS scheme under the GE distribution.

The concept of proportional reversed hazard rate (PRHR) models (see Gupta et al. [13]) has been extensively studied in literature because of their wide applicability in survival analysis and reliability, especially in studies on parallel systems and in analysis of left-censored lifetime data, (see Sengupta and Nanda [28] and Chandra and Roy [8]). The PRHR model is equivalent to the model $G(t) = [F_0(t)]^\theta$, where $F_0(t)$ is the baseline distribution function which is free of any unknown parameter. For more applications of reversed hazard rate, see Gupta and Nanda [12] and Gupta and Gupta [14].

It is known that many lifetime models, namely the generalized exponential, Weibull, Rayleigh, Pareto, logistic, inverse Rayleigh, Bur type III, exponential Gumbel and power distributions belong to the class of PRHR distributions. Moreover, the stress-strength reliability has received considerable attention in branches of sciences such as industry, medicine, and engineering, and the necessity of using the appropriate method for collecting observations. Thus, to achieve high reliability in the shortest time and at a minimum cost based on the RRSS, the main objective of this paper is to make a statistical inference for stress-strength reliability based on lower RRSS scheme where $X$ and $Y$ are two independent random variables that follow the PRHR model. In fact, we compare the performance of stress-strength reliability based on two scheme in record-breaking data, one of which is inverse sampling scheme and other scheme is RRSS.

The rest of the paper is organized as follow: In Section 2, the maximum likelihood (MLE) and uniformly minimum variance unbiased (UMVUE) as well as the Bayesian estimator of $R$ are derived, and their performance is

compared with their counterparts obtained by inverse sampling scheme in record values. Various confidence intervals (CI) as well as Bayesian credible interval and highest posterior density (HPD) for \( R \) are presented in Section 3. In Section 4, analysis of a simulated data set has been presented, and the results of interval estimations are compared with those obtained based on ordinary records. Finally, a real data set on the time of successive failures of air conditioning system in Boeing 720 jet airplanes is analyzed in section 5.

2. Point Estimation

Let us recall that the continuous random variable \( T \) has the cdf and pdf in the form of

\[
G(t) = [F_0(t)]^\theta \quad \text{and} \quad g(t) = \theta f_0(t)[F_0(t)]^{\theta-1},
\]

respectively, where \( F_0(t) \) is the baseline cdf which is independent of the shape parameter \( \theta \) where \( \theta > 0 \), this family of distribution is well known as PRHR model. Let \( X \) and \( Y \) be two independent random variables following PRHR model with the parameter \( \alpha \) and \( \beta \), respectively. It is easy to see that in this case \( R = Pr(X < Y) = \frac{\beta}{\alpha + \beta} \).

We are interested in estimating the stress-strength \( R \) when the samples are permitted to be a lower RRSS's with possibly different number of observations. Let \( \mathbf{u} = (u_{1,1}, u_{2,2}, \ldots, u_{n,n})^\top \) be the observation of the random vector \( \mathbf{U} = (U_{1,1}, U_{2,2}, \ldots, U_{n,n})^\top \), which is a lower RRSS of size \( n \) from PRHR models with cumulative distribution function \( G(u) = (F_0(u))^\alpha \). Also let \( \mathbf{s} = (s_{1,1}, s_{2,2}, \ldots, s_{m,m})^\top \) be the observation of the random vector \( \mathbf{S} = (S_{1,1}, S_{2,2}, \ldots, S_{m,m})^\top \), which is a lower RRSS of size \( m \) from PRHR model with cumulative distribution function \( G(s) = (F_0(s))^\beta \).

For estimating \( R \) via maximum likelihood method, it is necessary to obtain the MLE’s of \( \alpha \) and \( \beta \). By using (2), the likelihood function will be obtained as

\[
L(\alpha, \beta) = \prod_{i=1}^{n} \left\{ \frac{\log(F(u_{i,i}))}{(i-1)!} \alpha f(u_{i,i}) \left[ F(u_{i,i})^{\alpha-1} \right] \right\} \times \prod_{j=1}^{m} \left\{ \frac{\log(F(s_{j,j}))}{(j-1)!} \beta f(s_{j,j}) \left[ F(s_{j,j})^{\beta-1} \right] \right\},
\]

(3)

Therefore, the MLE’s of \( \alpha \) and \( \beta \) are immediately obtained as

\[
\hat{\alpha}_{ML} = -\frac{n}{\sum_{i=1}^{n} \log(F(U_{i,i}))} \quad \text{and} \quad \hat{\beta}_{ML} = -\frac{M}{\sum_{j=1}^{m} \log(F(S_{j,j}))},
\]

(4)

where \( N = \frac{n(n+1)}{2} \) and \( M = \frac{m(m+1)}{2} \).

Consequently, \( \bar{R}_{ML} \) could be defined by using invariance property.

\[
\bar{R}_{ML} = \frac{\hat{\beta}_{ML}}{\hat{\alpha}_{ML} + \hat{\beta}_{ML}} = \left( 1 + \frac{N}{MT_n} \right)^{-1},
\]

(5)

where \( T_n' = -\sum_{i=1}^{n} \log(F(U_{i,i})) \) and \( H'_m = -\sum_{j=1}^{m} \log(F(S_{j,j})) \). As discussed before, \( U_{i,i}’s \) and \( S_{j,j}’s \) are independent random variables. Moreover, it can be shown that \( T_i = -\log(F(U_{i,i})) \) where \( i = 1, \ldots, n \) follows from Gamma distribution with the shape parameter \( i \) and the scale parameter \( \alpha \), denoted by \( T_i \sim \text{Gamma}(i, \alpha) \).

Therefore, we have

\[
T_n' = -\sum_{i=1}^{n} \log(F(U_{i,i})) \sim \text{Gamma}(N, \alpha),
\]

(6)
and similarly
\[ H'_m = -\sum_{j=1}^{m} \log(F(S_{j,m})) \sim \text{Gamma}(M, \beta). \] (7)

From (6) and (7) clearly, we have
\[ \hat{R}_{ML} \overset{d}{=} \left( 1 + \frac{\alpha}{\beta} W \right)^{-1}, \] (8)

where \( \overset{d}{=} \) means equivalent in distribution and \( W \) has \( F \)-distribution with \( 2M \) and \( 2N \) degrees of freedom.

According to (8) and the results obtained in [22], it is observed that the distribution of \( \hat{R}_{ML} \) based on RRSS scheme from the PRHR model does not depend on the baseline distribution, \( F_0 \).

We use (8) for obtaining \( MSE \) of \( \hat{R}_{ML} \), i.e. \( \text{Bias}(\hat{R}_{ML}, R) = E(\hat{R}_{ML} - R) \) and \( MSE(\hat{R}_{ML}, R) = E(\hat{R}_{ML} - R)^2 \), respectively. In Figure 1, we have plotted the values of \( MSE \) and Bias of \( \hat{R}_{ML} \) versus \( R \) for some selected values of \( n \) and \( m \).

According to Figure 1, we could observe the following points:

- When \( n = m \), the \( MSE(\hat{R}_{ML}, R) \) and \( \text{Bias}(\hat{R}_{ML}, R) \) are symmetric around \( R = 0.5 \) and about the point \( (0.5, 0) \) respectively. Also, the Bias only is zero for \( R = 0, 0.5, 1 \) [see part (a) and (b)].
- According to part (c) when \( n \neq m \), the curve of \( MSE(\hat{R}_{ML}, R) \) is asymmetric. When \( n < m \), the curve has skewness to the right and when \( n > m \), it has skewness to the left. Furthermore, when \( n = m \) the \( MSE(\hat{R}_{ML}; R) \) is significantly less than the case where \( n \neq m \).
- When the sample sizes increase, the \( MSE(\hat{R}_{ML}, R) \) decreases, and we observe that \( R_{max} \propto \frac{n}{n + m} \) where \( R_{max} \) is the maximizer of \( MSE(\hat{R}_{ML}, R) \).

Now, we obtain UMVUE of \( R \) based on RRSS scheme from the PRHR model.

**Lemma 1**

Let the random vector \( U = (U_{1,1}, \ldots, U_{n,m})^T \) and \( S = (S_{1,1}, \ldots, S_{m,m})^T \) be lower RRSS of size \( n \) and \( m \) from PRHR models respectively. Then, the UMVUE of \( R \) is derived as follows.

\[
\hat{R}_{UMVU} = \begin{cases} 
M - 1 \sum_{s=0}^{M-1} \frac{1 - \hat{R}_{ML} M}{N + s} \left( \frac{1 - \hat{R}_{ML} M}{N} \right)^s, & \hat{R}_{ML} < \frac{M}{M + N}, \\
1 - \sum_{s=0}^{N-1} \frac{1 - \hat{R}_{ML} M}{N + s} \left( \frac{1 - \hat{R}_{ML} M}{N} \right)^s, & \hat{R}_{ML} \geq \frac{M}{M + N}.
\end{cases}
\] (9)

For more details see [22]. According to (9), the UMVUE of \( R \) is derived in term of the \( \hat{R}_{ML} \). So, \( \hat{R}_{UMVU} \) based on RRSS scheme from the PRHR model does not depend on the baseline distribution, \( F_0 \).

By using (9), we have plotted the numerical values of \( \text{Var}(\hat{R}_{UMVU}) \) versus \( R \) for some selected values of \( n \) and \( m \) show in Figure 2.

We observe that when \( n = m \), the behaviour of \( \text{Var}(\hat{R}_{UMVU}) \) is almost similar to \( MSE(\hat{R}_{ML}, R) \) but when \( n \neq m \) it has a different behaviour and departures from symmetry.

With respect to (9), we plot the numerical values of the estimators \( \hat{R}_{ML} \) and \( \hat{R}_{UMVU} \) against each other in Figure 3.

We observe that when \( n = m \), \( \hat{R}_{ML} \) and \( \hat{R}_{UMVU} \) hold values close together but when \( n \neq m \), they have different values. So, to compare the effectiveness of this point estimators, the numerical values of the efficiency of these estimators i.e.

\[
e(\hat{R}_{UMVU}, \hat{R}_{ML}) = \frac{\text{Var}(\hat{R}_{UMVU})}{MSE(\hat{R}_{ML}, R)}. \] (10)
is plotted in Figure 4.

We observe from the figure that when \( n = m \), the relative efficiency of \( \hat{R}_{ML} \) is more than the relative efficiency of \( \hat{R}_{UMVU} \) especially for the values of \( R \) near the half.

### 2.1. Bayesian estimation

In this section, we focus in Bayesian estimation of \( R \) under the assumptions that the \( \alpha \) and \( \beta \) have independent gamma prior, i.e., \( \alpha \sim \text{Gamma}(\lambda_1, \mu_1) \) and \( \beta \sim \text{Gamma}(\lambda_2, \mu_2) \). Thus the posterior distribution of \( \alpha \) and \( \beta \) are

\[
\alpha | r \sim \text{Gamma} \left( \lambda_1 + N, \mu_1 + t_n' \right), \quad \text{and} \quad \beta | s \sim \text{Gamma} \left( \lambda_2 + M, \mu_2 + h_m' \right),
\]

(11)
where $t'_n$ and $h'_m$ are the observed values of random variables $T'_n$ and $H'_m$ in (6) and (7) respectively. Suppose that $\alpha$ and $\beta$ are independent, so the posterior distribution of $R$ is given by

$$f_{R|\mathbf{R},S}(r) = \frac{\Gamma(\lambda_1 + \lambda_2 + N + M)}{\Gamma(\lambda_1 + N)\Gamma(\lambda_2 + M)} \left( \frac{\mu_2 + H'_m}{\mu_1 + T'_n} \right)^{\lambda_2 + M} r^{\lambda_2 + M - 1} (1 - r)^{\lambda_1 + N - 1} \left( 1 - r \left( 1 - \frac{\mu_2 + H'_m}{\mu_1 + T'_n} \right) \right)^{\lambda_1 + \lambda_2 + N + M}. \quad (12)$$

The Bayesian estimator of $R$ under squared error loss function will be derived as (see [7]).

$$\hat{R}_B = \int_0^1 r f_{R|\mathbf{R},S}(r) dr = \frac{\lambda_2 + M}{\lambda_1 + \lambda_2 + N + M} \left( \frac{\mu_2 + H'_m}{\mu_1 + T'_n} \right)^{\lambda_2 + M} \times _2F_1 \left( \lambda_1 + \lambda_2 + N + M, \lambda_2 + M + 1, \lambda_1 + \lambda_2 + N + M + 1, 1 - \frac{\mu_2 + H'_m}{\mu_1 + T'_n} \right),$$

where $_2F_1$ is the hyper-geometric function, (see [3]).
3. Comparison of point estimators of $R$ based on two sampling schemes

In section 2, we presented some point estimators for $R = \Pr(X < Y)$ based on lower RRSS scheme for PRHR model. Also, Baklizi [4] considered the likelihood and Bayesian estimation of $R$ based on lower record values from the GE distribution.

In this section, we compare the point estimators of $R$ based on ordinary records (see [4]) with those obtained by the RRSS scheme. In inverse sampling scheme, the experiments are done sequentially, the only observation available for analysis is the record values and sampling is terminated when the $n$th record is observed. Let $X$ and $Y$ be two independent random variables from GE distribution with the parameter $\alpha$ and $\beta$, respectively. Also, let $u^{(R)} = (u_1, \ldots, u_n)^\top$ be the observed value of the random vector $U^{(R)} = (U_1, \ldots, U_n)^\top$ which is a lower record value of size $n$ from GE distribution and $s^{(R)} = (s_1, \ldots, s_m)^\top$ be the observed value of the random vector $S^{(R)} = (S_1, \ldots, S_m)^\top$, which is a lower record value of size $m$ from GE distribution. It can be shown that under this case, $R = \frac{\beta}{\alpha + \beta}$.

- MLE: Note that by (8), we find that the $MSE(\hat{R}_{ML}, R)$ does not depend on the distribution of the baseline random variable, $F_0$. So, we consider GE distribution as a special case of the PRHR model. we recall that the pdf of the GE distribution is given by

$$f_0(t) = \theta e^{-\theta t} (1 - e^{-\theta t})^{\theta - 1}, \quad t > 0, \quad \theta > 0. \tag{13}$$

To compare the MLE estimators of the two schemes, one of which is inverse sampling scheme and other scheme is RRSS, we use the relative efficiency criterion, i.e.

$$e \left( \hat{R}_{ML}^{(RRSS)}, \hat{R}_{ML}^{(R)} \right) = \frac{MSE \left( \hat{R}_{ML}^{(R)}, R \right)}{MSE \left( \hat{R}_{ML}^{(RRSS)}, R \right)}. \tag{14}$$

It is plotted in Figure 5 with considering equal sample sizes for two schemes. We observe from that figure, for all combination of $(n, m)$, the efficiency of $\hat{R}_{ML}^{(RRSS)}$ is more than $\hat{R}_{ML}^{(R)}$. Also, this figure shows that when the sample sizes increase, the efficiency of $\hat{R}_{ML}^{(RRSS)}$ is significantly better than $\hat{R}_{ML}^{(R)}$.

Also, to be more focused on the comparison of the estimators, we have plotted the values of (14) with respect to...
Figure 5. Plot of $e(\hat{R}_{ML}^{(R)}, \hat{R}_{ML}^{(RRSS)})$ versus $R$.

Figure 6. The relative efficiency of $\hat{R}_{ML}$ given in (14).

$n' = m' = 2(1)15$ for a given $n = m = 2(1)5$ for $R = 0.5, 0.95$ in Figure 6.

From Figure 6, it is easy to observe that for $n' = m' \leq N = M$, the relative efficiency is greater than one. More clearly, when $n' \leq N$ and $m' \leq M$, the $\hat{R}_{ML}^{(RRSS)}$ behaves better than $\hat{R}_{ML}^{(R)}$. For example $\hat{R}_{ML}^{(RRSS)}$ with $n = m = 4$ (or equivalently $N=M=10$) is more efficient than the estimator $\hat{R}_{ML}^{(R)}$ with $n' = m' = 8$.

**UMVUE:** The UMVUE of $\hat{R}$ is derived in terms of the MLE as equation (9). Note that by (8), we find that $\text{Var}(\hat{R}_{UMVU})$ does not depend on the underlying distribution function of $X$ and $Y$. So, we consider GE distribution in (13) as a distribution of $X$ and $Y$. To compare the effectiveness of $\hat{R}_{UMVU}$ with considering equal sample sizes for two schemes, the numerical values of the efficiency of these estimators i.e.

$$e\left(\hat{R}_{UMVU}^{(RRSS)}, \hat{R}_{UMVU}^{(R)}\right) = \frac{\text{Var}(\hat{R}_{UMVU}^{(R)})}{\text{Var}(\hat{R}_{UMVU}^{(RRSS)})}. \quad (15)$$
COMPARISON OF TWO SAMPLING SCHEMES IN ESTIMATING THE STRESS-STRENGTH RELIABILITY

is plotted in Figure 7.

We observe from the figure that the UMVUE based on RRSS scheme is more efficient than the UMVUE on the basis of ordinary record.

Similar to ML estimator, the values of relative efficiency in (15), with respect to \( n' = m' = 2(1)15 \) for a given \( n = m = 2(1)5 \) for \( R = 0.5, 0.95 \) are plotted in Figure 8.

We observe from the Figure 8 that the performance of \( \hat{R}_{UMVU}^{(R)} \) is better than \( \hat{R}_{UMVU}^{(RRSS)} \) when the number of sample observations based on ordinary records is increased namely that \( n' > N \) and \( m' > M \), which is not economical. So, we prefer \( \hat{R}_{UMVU}^{(RRSS)} \) as a efficient estimator.

- **Bayesian estimator:** From (12), it can be easily shown that the \( MSE(\hat{R}_B, R) \) does not depend on the underlying distribution function of \( X \) and \( Y \). Once more, we consider GE distribution to compare the \( \hat{R}_B \) based
on two schemes and we use relative efficiency as follow
\[
e\left(\hat{R}^{(RRSS)}_B, \hat{R}^{(R)}_B\right) = \frac{MSE\left(\hat{R}^{(R)}_B, \hat{R}\right)}{MSE\left(\hat{R}^{(RRSS)}_B, \hat{R}\right)}.
\]  
(16)

The value of relative efficiency for Bayesian estimators based on two schemes are plotted in Figure 9. From Figure 9, we observe that when \(n' = m' \leq N = M\), we have \(e\left(\hat{R}^{(RRSS)}_B, \hat{R}^{(R)}_B\right) > 1\). In this case, the relative efficiency of \(\hat{R}^{(RRSS)}_B\) is better than \(\hat{R}^{(R)}_B\).

4. Interval estimation

A point estimate and CI are closely related. However, CI’s provide much more information and are preferred when making inferences. A CI will provide valid result most of the time. In this section, four types of CI’s for \(\hat{R}\) will be derived.

4.1. CI using Pivotal Quantity

The 100(1 – \(\gamma\))% CI for \(\hat{R}\) obtained by using (8) and assuming \(W = \frac{\beta NH'_m}{\alpha MT'_n}\) as a pivotal quantity as follows
\[
\left[1 + \frac{1 - \hat{R}_{ML}}{R_{ML}} F_{1-\gamma/2,2M,2N}^{-1} \left(1 + \frac{1 - \hat{R}_{ML}}{R_{ML}} F_{\gamma/2,2M,2N}^{-1}\right)\right],
\]
(17)

where \(F_{2M,2N}(\gamma)\) is the \(\gamma\)-th quantile of F-distribution with \(2M\) and \(2N\) degrees of freedom.

4.2. Asymptotic CI

If we consider the number of observed data sufficiently large and \(n, m \to \infty\), we have \(\hat{\alpha}_{ML} - \alpha \to N(0, \sigma_1^2)\) and \(\hat{\beta}_{ML} - \beta \to N(0, \sigma_2^2)\) where \(\to\) denotes convergence in distribution. \(\sigma_1^2\) and \(\sigma_2^2\) are the asymptotic variances given by \(\sigma_1^2 = -1/E\left(\frac{\partial^2}{\partial \alpha^2} \log L(\alpha, U)\right)\) and \(\sigma_2^2 = -1/E\left(\frac{\partial^2}{\partial \beta^2} \log L(\beta, S)\right)\) with \(L\) given in (3). It
is easy to show that \( \sigma_1^2 = \frac{\alpha^2}{N} \) and \( \sigma_2^2 = \frac{\beta^2}{M} \).

Let \( n, m \) are sufficiently large in such a way that \( \frac{M}{N} \to p \), where \( p \in (0, 1) \), it follows that

\[
\sqrt{N} \left( \hat{\alpha} - \alpha \right) \overset{d}{\longrightarrow} N_2 \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \alpha^2 & 0 \\ 0 & \frac{\beta^2}{p} \end{pmatrix} \right).
\]

By taking \( h(t_1, t_2) = \frac{t_2}{t_1 + t_2} \) and using multivariate delta method (see [29], pp. 5-6) we have

\[
(\hat{R}_{ML} - \mathcal{R}) \overset{d}{\longrightarrow} N(0, \sigma^2),
\]

where

\[
\sigma = \frac{\alpha \beta}{(\alpha + \beta)^2} \sqrt{\frac{1}{N} \left( 1 + \frac{1}{p} \right)},
\]

based on this asymptotic results and applying the Slutsky’s Theorem, a 100(1 - \( \gamma \))% asymptotic CI for \( \mathcal{R} \) is given by

\[
(\hat{R}_{ML} - Z_{1 - \frac{\gamma}{2}} \hat{\sigma}, \hat{R}_{ML} + Z_{1 - \frac{\gamma}{2}} \hat{\sigma}).
\]

Let \( Z_{\gamma} \) is the \( \gamma \)-th quantile of the distribution of standard normal distribution and \( \hat{\sigma} \) is obtained by substituting \( \hat{\alpha}_{ML} \) and \( \hat{\beta}_{ML} \) instead of \( \alpha \) and \( \beta \) in (18), respectively.

### 4.3. Bayesian intervals

By using the fact that \( \frac{(\mu_1 + T'_n)(\lambda_2 + M)\alpha}{(\mu_2 + H'_m)(\lambda_1 + N)\beta} \mid (r, s) \sim F(2(\lambda_1 + N), 2(\lambda_2 + M)) \), a 100(1 - \( \gamma \))% Bayesian credible interval (BCI) for \( \mathcal{R} \) is given by

\[
\left[ (1 + AF_{1 - \frac{\gamma}{2}})^{-1}, (1 + AF_{\gamma})^{-1} \right]
\]

where \( A = \left( \frac{\mu_2 + H'_m}{\mu_1 + T'_n} \right) \left( \begin{pmatrix} \lambda_1 + N \\ \lambda_2 + M \end{pmatrix} \right) \).

We can use the Markov Chain Monte Carlo (MCMC) method proposed by Chen and Shao [9] to compute the HPD interval for \( \mathcal{R} \). The construction of HPD intervals requires to find the set,

\[
C(\pi_\alpha) = \{ \theta : \pi(\theta|D) \geq \pi_\alpha \},
\]

where \( D \) denotes data and \( \pi_\alpha \) is the largest constant such that \( p(\theta \in C(\pi_\alpha)) \geq 1 - \alpha \). (see [6] and [22] for more details).

### 4.4. Parametric Bootstrap CI’s

We present some bootstrap intervals for comparison. It is important to know that all inference procedures in this paper depend only on the \( T_n \) and \( H'_m \) as given in (6) and (7), respectively. So, we use the parametric bootstrap. There are several bootstrap confidence intervals (see [10]) where we have considered percentile, bootstrap-t and basic bootstrap CI’s among them. In the following, we will describe the bootstrapping procedure.

**Step 1.** Calculate \( \hat{\alpha}, \hat{\beta} \) and \( \hat{R}_{ML} \) from (6), (7) and (8), respectively by considering independent observed samples \( u_i, s_j \) released from \( \text{Gamma}(i, \alpha), i = 1, \ldots, n \) and \( \text{Gamma}(j, \beta), j = 1, \ldots, m \), respectively.

**Step 2.** Generate \( u^*_i \sim \text{Gamma}(i, \hat{\alpha}) \) and \( s^*_j \sim \text{Gamma}(j, \hat{\beta}) \) to calculate \( \hat{\alpha}^*, \hat{\beta}^* \) and then \( \hat{R}^*_{ML} \).

**Step 3.** Repeat step 2, \( B \) times \( (b = 1, \ldots, B) \) to obtain \( \hat{R}^*_{(B)ML} \).
4.4.1. Bootstrap-t CI based on the asymptotic standard deviation $\sigma$: Repeat step 2 for $b = 1, \ldots, B$, to drive $\hat{\sigma}^*$ in (18) with $\hat{\alpha}^*, \hat{\beta}^*$ instead of $\hat{\alpha}, \hat{\beta}$, respectively. Let $Z^* = (Z^*_{(1)}, \ldots, Z^*_{(B)})^T$ where

$$z^*_b = \frac{\hat{R}^*_{(b)} - \hat{R}_{ML}}{\hat{\sigma}^*_{(b)}}, \quad b = 1, \ldots, B$$

then the $100(1 - \gamma)$% bootstrap-t CI for $R$ is given by

$$\left( \hat{R}_{ML} - Z^* \frac{1}{2} \frac{1}{\hat{\sigma}}, \hat{R}_{ML} - Z^* \frac{1}{2} \hat{\sigma} \right).$$

where $Z^*_\gamma$ is the $\gamma$-th quantile of $Z^*$.

Refer to [22] for algorithms of Percentile CI, Basic bootstrap CI and Bootstrap-t CI based on the asymptotic standard deviation $\sigma$.

5. Simulation Study

In this section, we consider some simulations to compare the performance of the various intervals for $R$ presented in this paper. In our simulation design, we have used all combinations of $n = 3, 5, 7$, $m = 3, 5, 7$, $R = (0.1, 0.3, 0.5, 0.7, 0.9)$, and $\beta = 0.3$. In each combination, 10000 samples are simulated. We have used $B = 1000$ and have considered $B' = 25$ samples for the bootstrap variance estimate. Also, we consider the prior distribution of both $\alpha$ and $\beta$ to be Gamma(2, 4). We generate the following CI’s, and the results of our simulation are given in Tables 1 and 2.

Perc: Percentile CI
Boot-t1: Bootstrap-t CI based on the asymptotic standard deviation $\sigma$
Boot-t2: Bootstrap-t CI based on bootstrap variance estimate
Basic: the basic bootstrap CI
MLE: CI based on pivotal quantity
AMLE: Approximate CI
Bayes: Bayesian CI
HPD: The approximate HPD interval.

According to the results presented in Tables 1 and 2, we observe the following points:

- As we expected, the EL of all CI’s decreases when the sample size increases.
- It appears that the maximum of the EL occurs at $R = 0.5$ and the EL are very small for the extreme values of $R$, thus the obtained results of simulation study confirm the result of the section 2.
- The Boot-t1 CI works well compared to the Boot-t2, especially in large samples sizes.
- The CP of the exact CI obtained based on the pivotal quantity and the percentile CI are very close to the true nominal confidence level $\gamma$. However, the AMLE CI outperforms the other bootstrap CI’s with respect to EL. Consequently, by considering the two criteria, i.e., the CP and EL, we observe that percentile CI and the MLE CI are better than other CI’s.
- As we expected, the HPD CI is better than Bayesian CI. Since the EL of HPD CI is smaller than the EL of Bayesian CI for all $n$ and $m$ combinations, and the CP of HPD CI is more than the CP of Bayesian CI for extreme values of $R$.

Also, according to the results presented in [22], we observe that when $\gamma = 0.1$ the CP and EL are significantly lower than when $\gamma = 0.05$.

5.1. Comparison of interval estimations based on RRSS scheme with ordinary records

Salehi et al. [27], have compared the two sampling schemes in generating record-breaking data. They have obtained various point estimators for some important parameters of the PHR models based on two sampling schemes and
have compared them with concerning mean squared error and Pitman measure of closeness criteria. It is observed in most of the situations that estimators derived from RRSS scheme are more efficient than their counterparts derived from record sampling scheme.

Baklizi [4] has considered the Likelihood and Bayesian estimation of the stress-strength reliability based on lower record values from the GE distribution. He has achieved exact and approximate confidence intervals and has compared the performance of the intervals by simulation studies. As a special case of the PRHR model, we consider GE distribution to compare the interval estimations based on ordinary records (see tables 1 and 2 of [4]) with those obtained by the RRSS approach. We considered a relative criterion, namely $\delta = \frac{EL(R)}{EL(RRSS)}$. Which $EL(R)$ and $EL(RRSS)$ indicate expected lengths for the CI based on ordinary record and the RRSS approach, respectively.

In fact, when $\delta > 1$, it yields that the CI based on RRSS performs better than the CI based on ordinary record. For the GE distribution, we have derived the values of $\delta$ for some choices of $m$ and $n$ that presented in [4]. From Table 3 and 4, we observe that $\delta$ is greater than one in all cases.

Therefore, as we expected, the RRSS sampling scheme in PRHR models is better than ordinary records.

### Table 1. The CP and EL of $R$ for $\gamma = 0.05$.

<table>
<thead>
<tr>
<th>Row</th>
<th>$\gamma$</th>
<th>$n$</th>
<th>$m$</th>
<th>perc</th>
<th>Boot-t1</th>
<th>Boot-t2</th>
<th>Basic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CP</td>
<td>EL</td>
<td>CP</td>
<td>EL</td>
<td>CP</td>
<td>EL</td>
<td>CP</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>3</td>
<td>3</td>
<td>0.947</td>
<td>0.244</td>
<td>0.843</td>
<td>0.201</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>3</td>
<td>5</td>
<td>0.973</td>
<td>0.176</td>
<td>0.823</td>
<td>0.167</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.156</td>
<td>0.811</td>
<td>0.156</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>5</td>
<td>3</td>
<td>0.939</td>
<td>0.217</td>
<td>0.901</td>
<td>0.194</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>5</td>
<td>5</td>
<td>0.949</td>
<td>0.140</td>
<td>0.902</td>
<td>0.147</td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>5</td>
<td>7</td>
<td>0.945</td>
<td>0.116</td>
<td>0.885</td>
<td>0.127</td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>7</td>
<td>3</td>
<td>0.929</td>
<td>0.206</td>
<td>0.917</td>
<td>0.186</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.124</td>
<td>0.910</td>
<td>0.123</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>7</td>
<td>7</td>
<td>0.949</td>
<td>0.098</td>
<td>0.907</td>
<td>0.101</td>
</tr>
<tr>
<td>10</td>
<td>0.3</td>
<td>3</td>
<td>3</td>
<td>0.947</td>
<td>0.449</td>
<td>0.883</td>
<td>0.352</td>
</tr>
<tr>
<td>11</td>
<td>0.3</td>
<td>3</td>
<td>5</td>
<td>0.973</td>
<td>0.366</td>
<td>0.869</td>
<td>0.445</td>
</tr>
<tr>
<td>12</td>
<td>0.3</td>
<td>3</td>
<td>7</td>
<td>0.923</td>
<td>0.337</td>
<td>0.854</td>
<td>0.418</td>
</tr>
<tr>
<td>13</td>
<td>0.3</td>
<td>5</td>
<td>3</td>
<td>0.939</td>
<td>0.399</td>
<td>0.917</td>
<td>0.460</td>
</tr>
<tr>
<td>14</td>
<td>0.3</td>
<td>5</td>
<td>5</td>
<td>0.949</td>
<td>0.294</td>
<td>0.918</td>
<td>0.329</td>
</tr>
<tr>
<td>15</td>
<td>0.3</td>
<td>5</td>
<td>7</td>
<td>0.945</td>
<td>0.255</td>
<td>0.911</td>
<td>0.285</td>
</tr>
<tr>
<td>16</td>
<td>0.3</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.380</td>
<td>0.918</td>
<td>0.421</td>
</tr>
<tr>
<td>17</td>
<td>0.3</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.263</td>
<td>0.929</td>
<td>0.280</td>
</tr>
<tr>
<td>18</td>
<td>0.3</td>
<td>7</td>
<td>7</td>
<td>0.949</td>
<td>0.217</td>
<td>0.927</td>
<td>0.230</td>
</tr>
<tr>
<td>19</td>
<td>0.5</td>
<td>3</td>
<td>3</td>
<td>0.947</td>
<td>0.501</td>
<td>0.893</td>
<td>0.657</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>3</td>
<td>5</td>
<td>0.973</td>
<td>0.433</td>
<td>0.907</td>
<td>0.542</td>
</tr>
<tr>
<td>21</td>
<td>0.5</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.407</td>
<td>0.891</td>
<td>0.502</td>
</tr>
<tr>
<td>22</td>
<td>0.5</td>
<td>5</td>
<td>3</td>
<td>0.939</td>
<td>0.433</td>
<td>0.903</td>
<td>0.543</td>
</tr>
<tr>
<td>23</td>
<td>0.5</td>
<td>5</td>
<td>5</td>
<td>0.949</td>
<td>0.339</td>
<td>0.923</td>
<td>0.385</td>
</tr>
<tr>
<td>24</td>
<td>0.5</td>
<td>5</td>
<td>7</td>
<td>0.946</td>
<td>0.301</td>
<td>0.929</td>
<td>0.333</td>
</tr>
<tr>
<td>25</td>
<td>0.5</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.408</td>
<td>0.896</td>
<td>0.502</td>
</tr>
<tr>
<td>26</td>
<td>0.5</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.301</td>
<td>0.928</td>
<td>0.332</td>
</tr>
<tr>
<td>27</td>
<td>0.5</td>
<td>7</td>
<td>7</td>
<td>0.949</td>
<td>0.254</td>
<td>0.934</td>
<td>0.272</td>
</tr>
<tr>
<td>28</td>
<td>0.7</td>
<td>3</td>
<td>3</td>
<td>0.947</td>
<td>0.447</td>
<td>0.884</td>
<td>0.530</td>
</tr>
<tr>
<td>29</td>
<td>0.7</td>
<td>3</td>
<td>5</td>
<td>0.973</td>
<td>0.397</td>
<td>0.907</td>
<td>0.459</td>
</tr>
<tr>
<td>30</td>
<td>0.7</td>
<td>3</td>
<td>7</td>
<td>0.923</td>
<td>0.380</td>
<td>0.912</td>
<td>0.422</td>
</tr>
<tr>
<td>31</td>
<td>0.7</td>
<td>5</td>
<td>3</td>
<td>0.939</td>
<td>0.365</td>
<td>0.870</td>
<td>0.444</td>
</tr>
<tr>
<td>32</td>
<td>0.7</td>
<td>5</td>
<td>5</td>
<td>0.949</td>
<td>0.294</td>
<td>0.916</td>
<td>0.328</td>
</tr>
<tr>
<td>33</td>
<td>0.7</td>
<td>5</td>
<td>7</td>
<td>0.945</td>
<td>0.263</td>
<td>0.931</td>
<td>0.280</td>
</tr>
<tr>
<td>34</td>
<td>0.7</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.338</td>
<td>0.866</td>
<td>0.418</td>
</tr>
<tr>
<td>35</td>
<td>0.7</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.256</td>
<td>0.913</td>
<td>0.284</td>
</tr>
<tr>
<td>36</td>
<td>0.7</td>
<td>7</td>
<td>7</td>
<td>0.949</td>
<td>0.217</td>
<td>0.930</td>
<td>0.230</td>
</tr>
<tr>
<td>37</td>
<td>0.9</td>
<td>3</td>
<td>3</td>
<td>0.947</td>
<td>0.243</td>
<td>0.840</td>
<td>0.201</td>
</tr>
<tr>
<td>38</td>
<td>0.9</td>
<td>3</td>
<td>5</td>
<td>0.973</td>
<td>0.216</td>
<td>0.892</td>
<td>0.194</td>
</tr>
<tr>
<td>39</td>
<td>0.9</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.206</td>
<td>0.915</td>
<td>0.187</td>
</tr>
<tr>
<td>40</td>
<td>0.9</td>
<td>5</td>
<td>3</td>
<td>0.939</td>
<td>0.176</td>
<td>0.827</td>
<td>0.166</td>
</tr>
<tr>
<td>41</td>
<td>0.9</td>
<td>5</td>
<td>5</td>
<td>0.949</td>
<td>0.140</td>
<td>0.888</td>
<td>0.147</td>
</tr>
<tr>
<td>42</td>
<td>0.9</td>
<td>5</td>
<td>7</td>
<td>0.945</td>
<td>0.125</td>
<td>0.920</td>
<td>0.124</td>
</tr>
<tr>
<td>43</td>
<td>0.9</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.156</td>
<td>0.821</td>
<td>0.157</td>
</tr>
<tr>
<td>44</td>
<td>0.9</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.117</td>
<td>0.889</td>
<td>0.127</td>
</tr>
<tr>
<td>45</td>
<td>0.9</td>
<td>7</td>
<td>7</td>
<td>0.949</td>
<td>0.099</td>
<td>0.913</td>
<td>0.101</td>
</tr>
</tbody>
</table>

To demonstrate the procedures proposed in preceding sections, we analyze a real data set. Here, we consider a data set on the time of successive failures of the air conditioning system of each number of a fleet of Boeing 720 jet airplanes. The mentioned data are available in [19]. We randomly select two airplanes to study the stress-strength reliability. Here, we consider plans 7908 and 8045 to see whether the GE distribution is adequate to fit on this data set according to Diagram 14). From Table 5, we see that each of the numbers 7908 and 8045 of Boeing 720 jet airplanes has a lower RRSS of size four from air condition data. To study the $R = P(X < Y)$, let the $X$-variable represent the stress which is demonstrated with the lower RRSS values of number 7908 airplane as $u = (413.9, 34.7)$ and $Y$-variable represent the strength which is demonstrated with the lower RRSS values of number 8045 airplane as $s = (102, 14, 32, 14)$ ($n = m = 4$).

In order to check the performance of the point and interval estimations, the bootstrap method is employed in order to re-sample the data and so provide more observations for the estimators. To this purpose, 200 bootstrap samples are generated from the original data sets, and then the RRSS’s are extracted. Based on the obtained RRSS’s, we get the $R_{ML} = 0.655$ and $R_{UMVU} = 0.663$ as the point estimation of the stress-strength reliability parameter. The

<table>
<thead>
<tr>
<th>Row</th>
<th>$R$</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$MLE$</th>
<th>$AME$</th>
<th>$Bayes$</th>
<th>$HPD$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CP</td>
<td>EL</td>
<td>CP</td>
<td>EL</td>
<td>CP</td>
<td>EL</td>
<td>CP</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>3</td>
<td>3</td>
<td>0.949</td>
<td>0.244</td>
<td>0.178</td>
<td>0.144</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>3</td>
<td>5</td>
<td>0.938</td>
<td>0.177</td>
<td>0.624</td>
<td>0.080</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.156</td>
<td>0.533</td>
<td>0.060</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>5</td>
<td>3</td>
<td>0.940</td>
<td>0.217</td>
<td>0.710</td>
<td>0.099</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>5</td>
<td>5</td>
<td>0.951</td>
<td>0.140</td>
<td>0.648</td>
<td>0.063</td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>5</td>
<td>7</td>
<td>0.947</td>
<td>0.116</td>
<td>0.553</td>
<td>0.044</td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.206</td>
<td>0.645</td>
<td>0.079</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.124</td>
<td>0.572</td>
<td>0.047</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>7</td>
<td>7</td>
<td>0.950</td>
<td>0.099</td>
<td>0.553</td>
<td>0.037</td>
</tr>
<tr>
<td>10</td>
<td>0.3</td>
<td>3</td>
<td>3</td>
<td>0.949</td>
<td>0.449</td>
<td>0.708</td>
<td>0.264</td>
</tr>
<tr>
<td>11</td>
<td>0.3</td>
<td>3</td>
<td>5</td>
<td>0.938</td>
<td>0.366</td>
<td>0.586</td>
<td>0.166</td>
</tr>
<tr>
<td>12</td>
<td>0.3</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.337</td>
<td>0.511</td>
<td>0.129</td>
</tr>
<tr>
<td>13</td>
<td>0.3</td>
<td>5</td>
<td>3</td>
<td>0.940</td>
<td>0.400</td>
<td>0.626</td>
<td>0.181</td>
</tr>
<tr>
<td>14</td>
<td>0.3</td>
<td>5</td>
<td>5</td>
<td>0.951</td>
<td>0.294</td>
<td>0.609</td>
<td>0.132</td>
</tr>
<tr>
<td>15</td>
<td>0.3</td>
<td>5</td>
<td>7</td>
<td>0.947</td>
<td>0.255</td>
<td>0.534</td>
<td>0.097</td>
</tr>
<tr>
<td>16</td>
<td>0.3</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.380</td>
<td>0.561</td>
<td>0.145</td>
</tr>
<tr>
<td>17</td>
<td>0.3</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.263</td>
<td>0.544</td>
<td>0.100</td>
</tr>
<tr>
<td>18</td>
<td>0.3</td>
<td>7</td>
<td>7</td>
<td>0.950</td>
<td>0.217</td>
<td>0.534</td>
<td>0.082</td>
</tr>
<tr>
<td>19</td>
<td>0.5</td>
<td>3</td>
<td>3</td>
<td>0.949</td>
<td>0.501</td>
<td>0.689</td>
<td>0.295</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>3</td>
<td>5</td>
<td>0.938</td>
<td>0.433</td>
<td>0.587</td>
<td>0.196</td>
</tr>
<tr>
<td>21</td>
<td>0.5</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.408</td>
<td>0.517</td>
<td>0.156</td>
</tr>
<tr>
<td>22</td>
<td>0.5</td>
<td>5</td>
<td>3</td>
<td>0.940</td>
<td>0.433</td>
<td>0.390</td>
<td>0.197</td>
</tr>
<tr>
<td>23</td>
<td>0.5</td>
<td>5</td>
<td>5</td>
<td>0.951</td>
<td>0.339</td>
<td>0.598</td>
<td>0.153</td>
</tr>
<tr>
<td>24</td>
<td>0.5</td>
<td>5</td>
<td>7</td>
<td>0.947</td>
<td>0.301</td>
<td>0.533</td>
<td>0.114</td>
</tr>
<tr>
<td>25</td>
<td>0.5</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.408</td>
<td>0.527</td>
<td>0.156</td>
</tr>
<tr>
<td>26</td>
<td>0.5</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.301</td>
<td>0.528</td>
<td>0.114</td>
</tr>
<tr>
<td>27</td>
<td>0.5</td>
<td>7</td>
<td>7</td>
<td>0.950</td>
<td>0.254</td>
<td>0.527</td>
<td>0.096</td>
</tr>
<tr>
<td>28</td>
<td>0.7</td>
<td>3</td>
<td>3</td>
<td>0.949</td>
<td>0.448</td>
<td>0.706</td>
<td>0.263</td>
</tr>
<tr>
<td>29</td>
<td>0.7</td>
<td>3</td>
<td>5</td>
<td>0.938</td>
<td>0.399</td>
<td>0.622</td>
<td>0.181</td>
</tr>
<tr>
<td>30</td>
<td>0.7</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.380</td>
<td>0.548</td>
<td>0.145</td>
</tr>
<tr>
<td>31</td>
<td>0.7</td>
<td>5</td>
<td>3</td>
<td>0.940</td>
<td>0.366</td>
<td>0.592</td>
<td>0.166</td>
</tr>
<tr>
<td>32</td>
<td>0.7</td>
<td>5</td>
<td>5</td>
<td>0.951</td>
<td>0.294</td>
<td>0.608</td>
<td>0.132</td>
</tr>
<tr>
<td>33</td>
<td>0.7</td>
<td>5</td>
<td>7</td>
<td>0.947</td>
<td>0.263</td>
<td>0.544</td>
<td>0.100</td>
</tr>
<tr>
<td>34</td>
<td>0.7</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.338</td>
<td>0.522</td>
<td>0.129</td>
</tr>
<tr>
<td>35</td>
<td>0.7</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.256</td>
<td>0.531</td>
<td>0.097</td>
</tr>
<tr>
<td>36</td>
<td>0.7</td>
<td>7</td>
<td>7</td>
<td>0.950</td>
<td>0.218</td>
<td>0.533</td>
<td>0.083</td>
</tr>
<tr>
<td>37</td>
<td>0.9</td>
<td>3</td>
<td>3</td>
<td>0.949</td>
<td>0.242</td>
<td>0.784</td>
<td>0.184</td>
</tr>
<tr>
<td>38</td>
<td>0.9</td>
<td>3</td>
<td>5</td>
<td>0.938</td>
<td>0.216</td>
<td>0.702</td>
<td>0.098</td>
</tr>
<tr>
<td>39</td>
<td>0.9</td>
<td>3</td>
<td>7</td>
<td>0.922</td>
<td>0.206</td>
<td>0.630</td>
<td>0.080</td>
</tr>
<tr>
<td>40</td>
<td>0.9</td>
<td>5</td>
<td>3</td>
<td>0.940</td>
<td>0.176</td>
<td>0.632</td>
<td>0.080</td>
</tr>
<tr>
<td>41</td>
<td>0.9</td>
<td>5</td>
<td>5</td>
<td>0.951</td>
<td>0.140</td>
<td>0.646</td>
<td>0.063</td>
</tr>
<tr>
<td>42</td>
<td>0.9</td>
<td>5</td>
<td>7</td>
<td>0.947</td>
<td>0.125</td>
<td>0.578</td>
<td>0.048</td>
</tr>
<tr>
<td>43</td>
<td>0.9</td>
<td>7</td>
<td>3</td>
<td>0.928</td>
<td>0.157</td>
<td>0.548</td>
<td>0.060</td>
</tr>
<tr>
<td>44</td>
<td>0.9</td>
<td>7</td>
<td>5</td>
<td>0.949</td>
<td>0.117</td>
<td>0.554</td>
<td>0.045</td>
</tr>
<tr>
<td>45</td>
<td>0.9</td>
<td>7</td>
<td>7</td>
<td>0.950</td>
<td>0.099</td>
<td>0.551</td>
<td>0.038</td>
</tr>
</tbody>
</table>

6. Data analysis
corresponding box-plot of the observations of the point estimates are plotted in Figure 10. According to the values of point estimators that are around 0.6, we expected $\hat{R}_{ML}$ to have a better efficiency than $\hat{R}_{UMVU}$. It can be seen that the interquartile range in $\hat{R}_{ML}$ is less than $\hat{R}_{UMVU}$. Therefore, as we have already observed in Figure 4, the performance of $\hat{R}_{ML}$ is better than that of $\hat{R}_{UMVU}$ in estimating the middle value of $R$. For inspecting the CI's.
Table 5. Extracted lower RRSS values from Air condition data

<table>
<thead>
<tr>
<th>Plan</th>
<th>7907</th>
<th>7908</th>
<th>7909</th>
<th>7910</th>
<th>7911</th>
<th>7912</th>
<th>7913</th>
<th>7914</th>
<th>7915</th>
<th>7916</th>
<th>7917</th>
<th>8044</th>
<th>8045</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>194</td>
<td>90</td>
<td>74</td>
<td>55</td>
<td>23</td>
<td>97</td>
<td>50</td>
<td>359</td>
<td>50</td>
<td>130</td>
<td>487</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>48</td>
<td>56</td>
<td>87</td>
<td>11</td>
<td>22</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>14</td>
<td>3</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>33</td>
<td>3</td>
<td>12</td>
<td>12</td>
<td>3</td>
<td>5</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

we have replicated the above procedures 1000 times more. The distribution $\text{Gamma}(2, 1)$ and $\text{Gamma}(2, 2)$ have been applied as the prior pdf for $\alpha$ and $\beta$, respectively. The EL’s of the intervals are reported in Table 6.

Table 6. The values of EL of $R$ based on real data set

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>Perc</th>
<th>Boot-t1</th>
<th>Boot-t2</th>
<th>Basic</th>
<th>MLE</th>
<th>AMLE</th>
<th>Bayes</th>
<th>HPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.593</td>
<td>0.894</td>
<td>0.598</td>
<td>0.578</td>
<td>0.389</td>
<td>0.396</td>
<td>0.385</td>
<td>0.359</td>
</tr>
<tr>
<td>0.1</td>
<td>0.494</td>
<td>0.688</td>
<td>0.431</td>
<td>0.487</td>
<td>0.329</td>
<td>0.332</td>
<td>0.327</td>
<td>0.306</td>
</tr>
</tbody>
</table>

According to the results of Table 6, it is observed that like the previous section the EL of Boot-t1 is smaller than Boot-t2. Also, the EL of MLE and AMLE are better than the other CI’s, especially in more detail, the MLE CI has the least expected length. As we expected, the HPD CI has a better performance than Bayesian CI. Thus, the obtained result in this section are quite consistent with the results of the preceding section.

7. Conclusion

In this paper, we obtained the MLE, UMVUE, as well as the Bayes estimator for stress-strength parameter $R$ on the basis of lower RRSS from the PRHR model. The MLE and UMVUE are compared with respect to the relative efficiency criterion. It is observed that the MLE exhibits a better performance when $R$ is close to 0.5, while UMVUE is better for the extreme values of $R$. Also, we compared these point estimators based on two schemes (RRSS and ordinary record) with respect to the relative efficiency criteria. It is observed that the estimators for $R$ based on RRSS are seemingly superior to ordinary records. We derived various CI’s and compared them via a simulation study. Based on a simulation result and an illustrative example, we observe that the percentile CI and the exact CI of MLE are better than the other CI’s. Also, HPD CI has a better performance than Bayesian CI. Finally, we compared the interval estimations based on ordinary records with those obtained by the RRSS approach for the GE distribution. We observe that the CI based on RRSS is better than ordinary records and we also proved that all calculations do not depend on the baseline distribution in the PRHR model.
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