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Abstract This study aims to classify the factors affecting employee job satisfaction in Hotel X using the Decision Tree
(DT) and Adaptive Boosting (AdaBoost) methods. The hospitality industry relies heavily on human capital to deliver high-
quality services, and employee satisfaction is directly linked to service excellence, loyalty, and organizational performance.
Data were collected from Hotel X’s internal Employee Satisfaction Index (ESI), comprising 70 records and 9 response
indicators across multiple departments. Exploratory Data Analysis (EDA), correlation analysis, and label encoding were
performed to prepare the dataset. The Decision Tree was first utilized to model the classification of employee satisfaction
levels, followed by optimization using the AdaBoost ensemble method to enhance predictive accuracy. Three simulations
were conducted using training-to-testing ratios of 70:30, 75:25, and 80:20, respectively. The results show that AdaBoost
consistently improved the classification performance, achieving the highest accuracy of 93% in the third simulation. These
findings underscore the significance of ensemble learning techniques in enhancing model reliability for human resource
analytics in the hotel industry. This research demonstrates the practical value of combining DT and AdaBoost for workforce
data analysis in service-based organizations. The model can be adapted to various industries that prioritize employee
satisfaction as a key performance driver.
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1. Introduction

Hotels are the world’s leading employers in the tourism industry, and the high degree of mobility or turnover in this
industry is a global concern [1]. This situation is certainly not convenient for hotel management, as it can disrupt
services. As is well known, hotels are service-based companies. Service quality impacts guests’ satisfaction through
providing service and performance [2]. Therefore, with excellent coordination and synergy among employees,
hotels have the opportunity to generate significant organizational benefits and foster a high sense of employee
loyalty.

Work motivation plays a critical role in shaping employee behavior and can be a pivotal factor in fostering
employee loyalty. Employees with high work motivation tend to be more enthusiastic in performing their duties,
exhibiting better mental well-being, and show a stronger desire to work optimally [3]. Loyalty is an emotional
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construct [4] that can be shaped by leadership behavior and organizational culture. An open and communicative
leadership style helps build strong relationships between leaders and subordinates. When employees are involved
in decision-making processes and feel trusted, their commitment to the organization tends to increase [5].

Employees are widely regarded as the most essential asset in the hospitality industry [6]. Human resources serve
as the driving force behind achieving a hotel’s strategic goals. The growth and success of the hospitality sector
is closely linked to workforce performance, which underscores the importance of human capital development [7].
Unlike in manufacturing industries—where machines handle most tasks, the hotel industry relies heavily on human
interaction for tasks ranging from guest reception to final farewells [8].

Findings from prior research confirm the strong, positive correlation between job satisfaction, employee loyalty,
and job performance [9]. In the context of sustainable corporate growth, job satisfaction is particularly vital
to reducing employee turnover and enhancing organizational loyalty. Moreover, job satisfaction has a well-
documented impact on product quality, service delivery, customer relationships, and organizational performance
[10]. It has been shown to be a major driver of productivity, efficiency, and profitability across business settings
[11]. Job satisfaction should no longer be seen merely as an internal HR matter, but rather as a strategic imperative
linked directly to organizational competitiveness. In the hospitality sector, understanding the dynamics of employee
satisfaction is essential not only for employee retention but also for maintaining service quality and brand
reputation.

The development of information technology and big data analytics now allows organizations to scientifically
identify and forecast the factors influencing employee satisfaction in the hospitality sector. Data-driven decision-
making, business intelligence, and analytics (BI&A) have been shown in many studies to provide a competitive
edge for organizations [12]. Business intelligence functions as a technology for transforming raw data into
actionable insights, encompassing data mining, visualization, analytical tools, and infrastructure to enhance
decision-making quality and organizational profitability [13].

With the help of artificial intelligence, today’s data processing capabilities are more sophisticated than ever.
Machine learning, a subset of AI and computer science, enables systems to learn patterns from data and improve
over time without being explicitly programmed [14]. These algorithms can be deployed for tasks such as prediction,
classification, and clustering. Classification algorithms are trained on labeled datasets to recognize patterns and
make predictions on new data [15].

This study focuses on classifying the factors that influence job satisfaction among employees at Hotel X using the
Decision Tree and AdaBoost method based on primary data. As additional information, this study is a continuity
from previous hotel case studies related to occupancy [16] and revenue [17],[18]. Decision Trees are one of the
most widely used methods in classification problems. They work by splitting the dataset from root to leaf nodes
based on decision rules, eventually leading to a class label [19]. As a hierarchical, non-parametric model, Decision
Trees are highly effective under conditions of uncertainty and can partition data into homogeneous subsets for
classification purposes [20]. AdaBoost, short for Adaptive Boosting, is a widely recognized ensemble method
used to improve the performance of classification models, particularly on imbalanced datasets [21]. It has led to
extensive theoretical exploration in both machine learning and statistical domains [22].

Decision Trees have been successfully implemented in various domains. For instance, in 2020, Apriliani et al.
used the Decision Tree to analyze hotel service sentiment, achieving an accuracy of 88.54% [?]. In 2022, Shrestha et
al. used it to analyze and predict tourist satisfaction, with a precision score of 0.879 [?]. Moreover, previous research
has demonstrated the applicability of the Decision Tree method in diverse areas such as healthcare, banking, and
beyond.

2. Research Methods

2.1. Data Acquisition

The dataset used in this research is taken from the historical private data of Hotel X’s ESI assessment. In
conducting employee assessments, hotel management utilized questionnaire media and collected a dataset limited
with composition of 70 rows and 9 columns. Data is separated based on the accumulation of responses from 10
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categories that have been done by employees from each department. Below in Table 1 is dataset that have been
processed and Figure 1 is flowchart of research method.

Table 1. Dataset

Name of Department Type of Question Always Frequently Sometimes Rare Never Result Category
HR Department 1 1 9 1 0 3.17 Low

Pride 4 2 1 1 1 3.78 Low
Job 16 5 1 2 0 4.46 Standard
Cooperation 13 5 3 0 0 4.48 Standard
Care 13 2 2 1 0 4.50 Standard
Leadership 23 4 2 1 0 4.63 Standard
Communication 9 4 2 0 0 4.47 Standard
Confession 9 1 1 1 0 4.50 Standard
Benefit 9 4 0 0 0 4.60 Standard
Personnel 19 5 0 0 0 4.79 Standard

. . .
Food and Beverages Department 9 10 1 0 0 4 Standard

Pride 8 4 3 0 0 3 Low
Job 14 21 2 2 1 8 High
Cooperation 23 8 4 0 0 7 High
Care 18 6 6 0 0 6 Standard
Leadership 28 19 3 0 0 10 High
Communication 17 7 1 0 0 5 Standard
Confession 14 1 5 0 0 4 Standard
Benefit 10 7 8 0 0 5 Standard
Personnel 17 16 2 4 1 8 High

Based on Table 1, it can be observed that the assessment was conducted on seven departments with ten categories
of questions related to work and the company. The question categories contained in the questionnaire have five
answer variations that adjusted to each individual’s opinion. The assessment of each individual, then accumulated
and divided to find the result in the form of an average (mean) value. From the results, the average value is then
categorized into three criteria, namely low, moderate, and high. Below in Figure 1 is a flowchart of the research
method utilized to carry out this study.

Based on Figure 1, it can be observed that the classification process in this study was carried out through several
stages. Of the stages mentioned above, the preprocessing analysis stages are crucial. At this stage, the data will
be processed to identify its relationship, patterns, distribution, and other aspects, thus determining the appropriate
classification model and technique to be applied. In the final stage of Figure 1 above, it can also be observed that
the classification results simulated by the model will be evaluated to find the level of accuracy based on a certain
method and displayed through a diagram.

2.2. Exploratory Data Analysis (EDA)

EDA is a technique used to explore datasets so as to extract useful and actionable information, identify relationship
among the explanatory variables, detect mistakes, and preliminary select appropriate models [23]. From the EDA
process that has been carried out, some information is obtained as shown in Figures 2–4 below.

Based on Figure 2, it can be observed that the moderate category is the most numerous or dominant. This
indicates that the environmental conditions, and other supporting aspects are fairly good. Therefore, from this
diagram, it can tentatively conclude that employees at this hotel are quite satisfied with their current employer.
Next, from Figure 3, it also can be observed that department of HR has dominant moderate responses, followed by
engineering department. Furthermore, the housekeeping department achieved the most low responses. This requires
special attention from the company to improve the performance of these departments.

From Figure 4 above, it can be observed that the leadership aspect received the best response and be the
highest, followed by responses related to personnel. This indicates that both aspects were rated the highest by
all departments and employees. This demonstrates that these two aspects are key to employee satisfaction at work.
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Figure 1. Research Methodology

Figure 2. Distribution of Target Category
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Figure 3. Distribution Category per Department

Figure 4. Distribution of Mean per Question Type

2.3. Statistical Analysis

For statistical analysis is started by implementation of correlation analysis. In the correlation analysis stage, the
independent variables are measured for their impact on the dependent variable using Spearman’s rule. Spearman’s
correlation coefficient determines a simple linear relationship between two variables and measures without
dimensions [24]. Below in Equation (1) is function of Spearman’s rule and Figure 5 is the result of correlation.

rs = 1− 6
∑

d2i
n(n2 − 1)

(1)

where:

• n: Number of data pair
•
∑

d2i : Sum of squares of the rank difference
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Figure 5. Correlation Diagram

From Figure 5, it can be observed that feature always and frequently where both features have high correlation
value to the mean feature than the other features and indicated be the most importance features. Furthermore, below
in Table 2 are the result of other statistical tests

Table 2. Result of Encoding Label

Type of Statistical Test Result
Normality (Shapiro-Wilk) Distribution of Mean feature is not normal with p-value of 0.0094.
Difference Between Feature (Kruskal-
Wallis)

There is significant difference between Mean and Category features
with p-value of 0.00

Association Between Department and
Category Features (Chi-Square)

There is significant association between Department and Category
features with p-value of 0.0019.

2.4. Encoding Label

In most case studies related to classification, the encoding process is crucial. It has to be applied because the
data utilized and processed are in the text form, which requires transformation. Label encoding is the process of
converting the label of text/categorical values into a numerical format that ML algorithms can interpret [25]. In this
case, all values in target column convert to numeric format as follows in Table 3.

Table 3. Result of Encoding Label

Value of Target Variable Converted Result
High 0
Low 1
Moderate 2
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2.5. Feature Selection

Below in Table 4 containing variable independent and dependent that determined to be utilized. The selection of
features in Table 4 below was based on the primary responses provided by employees in the questionnaire. Other
features, such as name of department and type of question were eliminated due to their repetitive nature.

Table 4. Feature Selection

Variable Independent Variable Dependent
Name of Department Category
Always
Frequently
Sometimes
Rare
Never

2.6. Decision Tree Classification Method

The Decision Tree algorithm is a method used to learn and predict patterns within data and represent the relationship
between attribute variables in the form of tree structures [26]. Below in Equations (2)–(3) is function of Decision
Tree algorithm.

Entropy(S) =

m∑
i=1

−p(wi | S) log2 p(wi | S) (2)

Notes:

• S: Set of cases being analyzed
• m: Total number of different classes within the data set S
• p(wi | S): Probability of occurrence of class wi in dataset S

After that, the next step is to calculate the gain value, a measure of how much information is obtained from
separating data based on certain attributes. The gain calculation function is as follows:

Gain(S, J) = Entropy(S)−
n∑

i=j

p(vi | S)Entropy(Si) (3)

Notes:

• S: Set of cases being analyzed
• J : Features/attributes considered in data separation
• n: Number of classes in the node
• p(vi | S): Proportion of v values appearing in the class in the node
• Si: Entropy of the composition of v values for the j-th class in the i-th data node

2.7. AdaBoost Model

Adaptive Boost is one of the supervised machine learning techniques that relates to a spesific method to learn a
booster classifier. It is classification method to construct strong learners from a linear combination of weak learners
[28]. Below in Equation (4) is function of AdaBoost method.

ft(x) =

C∑
i=1

atht(x) (4)

Where ft is a weak linear relationship and atht as the set of weak learners that are considered the last classifier.
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2.8. Evaluation Metrics

The assessment method is a key factor in evaluating the classification performance and guiding the classifier
modeling. There are three main phases of the classification process, namely, training phase, validation phase, and
testing phase [28]. There are three metrics used to evaluate classification model, namely precision score, f1-score,
recall score, and accuracy score. Below in Equation (5) is precision function, Equation (6) is f1-score function,
Equation (7) is re-call function, and Equation (8) is accuracy score.

Precision =
TP

TP + FP
(5)

f1 Score = 2× Precision × Recall
Precision + Recall

(6)

Recall =
TP

TP + FN
(7)

Accuracy =
TP + TN

TP + FN + TN + FP
(8)

3. Results and Discussion

At this stage, several steps are explained as preparation for carrying out classification simulations using
Decision Tree and AdaBoost methods. As previously known, the dataset utilized in this study was limited, so
some adjustments are required, including utilize Synthetic Minority Over-sampling Technique (SMOTE) and
implementation of cross-validation, where in this study using 5-fold stratified. Below in Table 5 are the details
of the results of the SMOTE application for imbalance dataset.

Table 5. Imbalance Check

Name of Class Before SMOTE After SMOTE
High (0) 18 samples 35 samples
Low (1) 17 samples 35 samples
Moderate (2) 35 samples 35 samples

Table 5 above illustrates the differences before and after the SMOTE technique was applied. The number of
samples in the data increased, preventing the model from overfitting during the learning phase. Next, below in
the Table 6 and Table 7 below are details regarding the hyperparameter tuning of the Decision Tree and AdaBoost
methods. In Table 8 below also including the number of training and testing dataset after SMOTE technique applied.

Table 6. Hyperparameter Tuning of Decision Tree

Name of Hyperparameter Value
max depth 5
min samples split 10
min sample leaf 5
random state 42
class weight balanced
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Table 7. Hyperparameter Tuning of AdaBoost

Name of Hyperparameter Value
estimator Decision Tree
n estimator 50
learning rate 0.8
random state 42

Table 8. Data Splitting After SMOTE

Percentage of Splitting Number of Training Data Number of Testing Data
70 : 30 73 32

From the adjustments explained in Table 6 to Table 8, the simulation results are obtained which can be observed
in Figure 6, namely the confusion matrix and Figure 6, namely the model performance.

Figure 6. Confusion Matrix

Figure 7. Model Performance

Figure 6 above illustrates the results of the classification simulation utilizing both methods. The classification
results appear quite good, as indicated from the number of True Positive generated. The Figure 7 above presents
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a detailed breakdown of the metrics generated by both methods, illustrating the overall classification metric
evaluation. For accuracy, the Decision Tree method achieved a score of 0.781, or approximately 78%. The
AdaBoost method achieved an accuracy score of 0.877, or approximately 88% and followed by other metrics
such as Precision, Recall, and F1-Score, respectively. Furthermore, a significant comparison of the performance of
the two methods is further demonstrated using Paired T-test and Wilcoxon signed-rank test in Table 9 below.

Table 9. Significant Difference

Result of Paired-T-test Result of Wilcoxon signed-rank test
p-value: 0.6989 p-value: 0.6250

Table 9 above illustrates the results of the significant difference of both methods while conducting simulation and
resulting classification. The result of comparison obtained by both method indicating that no significant difference
occurred.

4. Conclusion

From the simulation results that have been carried out, overall it produces a good level of classification accuracy
and also has fulfilled the objective of this study while conducted in the limited dataset. The accuracy value obtained
by Decision Tree is approximately 78%, while AdaBoost reached 88 percent. For the next study, the authors will
improvise with a larger number of datasets and more advanced methods.
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