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Abstract The Naı̈ve Bayes classifier is a simple classification method that can make predictions quickly and accurately by
considering the independent variables separately from the class. However, in the Naı̈ve Bayes classifier, each independent
variable must be divided into several categories, while some of the data remain continuous and uncategorized. Therefore,
this study proposes a measurable and precise model to categorize these independent variables effectively. The main objective
is to develop a categorization model for independent variables using the Mean Shift clustering algorithm to optimize the
performance of the Naı̈ve Bayes classifier. To implement the proposed model, experiments were conducted on two types of
datasets. The first dataset contains 191 records with 4 attributes and 6 classes, while the second dataset consists of 2,000
records with 7 attributes and 2 classes. In both datasets, several attributes were initially uncategorized and were categorized
using the Mean Shift clustering method. The Mean Shift approach successfully grouped the uncategorized attributes into
meaningful categories. In the first dataset, the accuracy of the proposed categorical Naı̈ve Bayes classifier reached 80.1%,
representing an improvement of 5.74%. Furthermore, in the second dataset, the accuracy increased to 84.25%, marking a
3% enhancement. The results of this research are expected to contribute to the field of education, especially in the subfield
of machine learning.
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1. Introduction

Classification is one of the key aspects in data processing and machine learning which has wide applications in
various fields, including data analysis, pattern recognition, and decision making. In the context of classification,
choosing the right classification method is very important because it can have a significant impact on the final
results. Since classification techniques were developed, there are several classification methods that are commonly
used in data mining and as a basis for predicting class determination, including Miscellaneous, decision trees,
rule-based, Lazy and Function, Bayes, and so on.

One of the simple yet robust method of classification is Naı̈ve Bayes algorithm, which is an efficient and
effective classification method in solving problems in machine learning [1]. The use of Naı̈ve Bayes is solving
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image classification [2], banking [3], and Husejinovich cases [2, 4, 5, 6]. However, with the advantages of this
method, the level of NB accuracy still tends to be low compared to other classification methods [7].

Apart from the classification methods mentioned above, there are several classification methods including
Logistic Regression (LR) with an accuracy of 90.57%, Light Gradient Boosting Machine (LGBM) with an accuracy
of 90.55%, Stochastic Gradient Descent (SGD) with an accuracy of 90.6%, Random Forest (RF) with an accuracy
of 89.84%, AdaBoost (ADB) with an accuracy of 89.30%, and SVM with an accuracy of 67.13%. If the accuracy
values are compared, Naı̈ve Bayes is not the classification method that has the lowest accuracy value, but it is quite
low [8].

There is something that makes the accuracy value low, namely treating each label individually, causing the
accuracy value to drop when there is zero frequency in one of the categories [9, 10]. Currently, many researchers
are trying to carry out smoothing to overcome this problem [11]. One of the causes of zero frequency occurrences
is the inappropriate assignment of categories to a particular attribute [12]. Therefore, the most important things
about Naı̈ve Bayes classification requires data that has been categorized and assumptions regarding the criteria that
constitute its attributes [13]. In carrying out Naı̈ve Bayes classification, categories are needed for each variable or
predictor and look for data patterns to increase accuracy [1]. As an example, when describing the age attribute, the
range of its values can vary from the youngest to the oldest. The challenge lies in how to appropriately group the
data based on the available information. Should it be categorized into three groups: adolescent, young, and elderly?
Or should it be grouped into a different number of categories?

The main objectives of this research is determining the categories of one or more attributes, so the data can be
used in the Naı̈ve Bayes classification method. One approach to data categorization is the use of clustering methods
[14]. Moreover, clustering the data can solve the problem of imbalanced data in classification [15]. In substantiating
this theory, this research utilized two datasets as experimental instruments to ascertain the optimization of attribute
clustering using a clustering method prior to processing it compared to direct processing with the Naı̈ve Bayes
classifier available in a library. The cluster method that proposed in this research is Mean Shift because it does not
require assumptions about the number of clusters [16]. This research used two datasets. The first dataset comprises
customer data with 191 records, 4 attributes, and 6 classes [17]. Conversely, the second dataset still pertains to
customer data but with a larger quantity, specifically 2,000 records, encompassing 6 attributes and 2 classes.

2. Literature Review

In this chapter, the focus will be on elucidating how previous studies have optimized Naı̈ve Bayes classification
methods and how relevant research has concentrated on determining attribute categories. Additionally, this chapter
also expounds upon various methods and equations utilized in this study.

2.1. Improving the accuracy of Naı̈ve Bayes

Multilabel clustering with the Naı̈ve Bayes approach for each variable has been carried out by Kim et al. (2020).
The proposed Multilabel Naı̈ve Bayes classifier considered the existence of relationships between variables. In
their research, it has been proven that the proposed method performs better than conventional methods. To increase
the accuracy of the Naı̈ve Bayes method, there is a technique that needs to be considered, namely categorizing the
data according to its data type [18]. Apart from this, to further enhance the accuracy of the Naı̈ve Bayes method,
it can be combined with other techniques. This approach has been implemented by Setyaningsih and Listiowarni
(2021), who combined the Naı̈ve Bayes method with the Chi-Square feature selection and Laplace smoothing. This
research does not focus on data types because all data in this study are numerical. Instead, it focuses on how to
divide the range of data for each variable and determine appropriate categories.

2.2. Determining Categories for Classification

(Miao et al. 2023b) have conducted research using the K-Means clustering method to determine the categories
of human factors that cause accidents in coal mining. The K-Means method requires prior information on the
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number of clusters for further analysis [19]. In the K-Means clustering approach, determining the optimal number
of clusters (K) often requires specific techniques, methods, or algorithms [19, 20].

The K-Means algorithm divides a set of N samples X into K disjoint clusters C, each represented by the mean µj

of the samples within that cluster. These means are referred to as the cluster centroids; note that they are generally
not points from X itself, although they exist in the same feature space. The objective of the K-Means algorithm
is to determine centroids that minimize the inertia, or within-cluster sum-of-squares criterion, as expressed in
Equation 1.

n∑
i=0

min
µj∈C

∥xi − µj∥2 (1)

Inertia can be interpreted as a measure of how internally coherent the clusters are.
This research utilizes a range of non-parametric data, which will be categorized into multiple classes using the

Naı̈ve Bayes method. Therefore, one of the techniques employed in this study is the Mean Shift clustering method,
which does not require assumptions about the number of clusters in the dataset. It operates by performing density
estimation and iteratively locating the local maxima of the kernel function. Moreover, the dataset used in this study
comprises 191 records, which still lies within the optimal range for implementing the Mean Shift clustering method
[16]. However, the model developed in this research can potentially reduce the computational complexity of the
Mean Shift process, allowing it to be applied to larger datasets. To further understand the Mean Shift clustering
approach, readers can refer to [21].

MA =
1

n

n∑
i=1

xi (2)

2.3. Gaussian Naı̈ve Bayes as The Comparison and Categorical Naı̈ve Bayes

Gaussian Naive Bayes (GNB) is a prominent classification algorithm within the Naive Bayes family, specifically
designed for modeling and classifying data with numeric features assumed to follow a Gaussian (Normal)
distribution. The term “Naive” conveys the algorithm’s fundamental assumption that each feature in the dataset
is considered independent of others, meaning the value of one feature is assumed not to depend on the values of
other features.

The likelihood of a feature xi given class y is expressed as:

P (xi | y) =
1√
2πσ2

y

exp

(
− (xi − µy)

2

2σ2
y

)
(3)

Key aspects of Gaussian Naive Bayes include the assumption of a Gaussian distribution for each observed class,
positing that feature values within each class follow a normal distribution. Despite potential deviations from this
idealized scenario in real-world datasets, the algorithm maintains the naive assumption of feature independence.
Gaussian Naive Bayes estimates parameters for the Gaussian distribution, including the mean µy and variance σ2

y ,
for each feature within each class. Using Bayes’ Theorem, GNB calculates class probabilities based on feature
values, considering posterior probabilities, prior probabilities, and likelihoods. After training, the GNB model can
classify new data instances by computing probabilities for each class and selecting the class with the highest
probability. While GNB relies on relatively simplistic assumptions and may exhibit reduced accuracy if these
assumptions are violated, it is often effective and efficient when the assumptions align with the characteristics of
the dataset.

Categorical Naı̈ve Bayes is employed for categorical data. For every feature i in the training set X ,
CategoricalNB estimates a categorical distribution for i conditioned on the class y. The probability is computed as:

P (xi = t | y = c;α) =
Ntic + α

Nc + αni
(4)
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where J = {1, . . . ,m} denotes the index set of samples, Ntic is the number of samples in class c with feature i
taking value t, Nc is the total number of samples in class c, α is the smoothing parameter, and ni is the number of
possible categories for feature i.

3. Methods

This chapter will delineate the methods or steps undertaken in this research. In broad strokes, the methods employed
in this study are outlined in Figure 1. The process begins with understanding the data structure, implementing the
Mean Shift clustering, and calculating accuracy. Further details on each of these stages will be expounded upon in
their respective sections.

Figure 1. The methods of the research

The explanation of Figure 1 is presented in the following description.

3.1. Understanding data structures

In the process of understanding data structures, you need to look at the data in each dataset. The main goal of
understanding data structures is to determine which attributes to break down and how to determine a complete
classifier. In general, the data structure and data samples from each dataset can be seen in Table 1.

This study employs two datasets to evaluate the effectiveness of Mean Shift–based categorization in
improving Naı̈ve Bayes classification performance. Dataset 1 is a transactional customer dataset derived from
the Recency–Frequency–Monetary (RFM) model. It consists of 191 records, four attributes, and six class labels.
The attributes include Recency, Frequency, and Monetary, which are continuous numerical variables representing
customer purchasing behavior, and a target Cluster variable representing customer segments. All predictive
attributes in this dataset are initially continuous and uncategorized, making the dataset suitable for evaluating
the proposed categorization framework. Dataset 2 is a larger benchmark dataset consisting of 2,000 records, seven
attributes, and two class labels. This dataset contains a mixture of categorical and continuous attributes. While some
attributes are already categorical, several numerical attributes remain continuous and require discretization before
being processed by the Naı̈ve Bayes classifier. This dataset is used to assess the scalability and generalizability
of the proposed Mean Shift–based categorization approach on data with a higher volume and mixed attribute

Stat., Optim. Inf. Comput. Vol. x, Month 202x



4 FINDING CATEGORY VALUE USING MEAN SHIFT CLUSTERING TO OPTIMIZE NAÏVE BAYES CLASSIFICATION

Table 1. Structure and Characteristics of the Datasets

Indicators Dataset 1 Dataset 2
Number of records 191 2,000
Number of attributes 3 7
Uncategorized attributes Recency, Frequency, Monetary Age, Income
Categorical attributes – Sex, Marital Status, Education, Occupation,

Settlement Size
Class label Cluster (6 classes: 1–6) Label (2 classes: 0,1)
Attribute type Numerical Mixed (Numerical and Categorical)

Sample values

types. Both datasets were selected to reflect common real-world classification scenarios in which Naı̈ve Bayes is
applicable but constrained by its requirement for categorical input features. By using datasets with different sizes,
attribute compositions, and class distributions, this study demonstrates the robustness of the proposed Mean Shift
clustering method for transforming continuous attributes into meaningful categorical representations.

3.2. Implementing Mean Shift Cluster to Find Attribute’s Category

In this stage, it is discerned that in the first dataset, there are three attributes that remain in an uncategorical form.
Therefore, these three attributes require the application of the Mean Shift method. Meanwhile, in the second dataset,
two attributes need to be categorized first. For each of these uncategorized attributes, a search for the optimal
cluster count is conducted, and categorization is performed using Equation 2. The aim of this step is to determine
the number of categories required for each attribute and to assign each value of an attribute to its corresponding
category. For the implementation, the following steps were performed for each continuous attribute:

Data Preparation: The attribute values were reshaped into a one-dimensional array compatible with the Mean Shift
algorithm.

Kernel Selection and Bandwidth: A Gaussian kernel was employed to estimate the density of data points. The
bandwidth, which controls the radius of the kernel and therefore the level of smoothing in the density estimation,
was set to None to allow the algorithm to automatically estimate the optimal bandwidth from the data. This ensures
that the identified clusters represent natural groupings in the attribute values.

Mean Shift Clustering: Using the prepared data and kernel, the algorithm iteratively shifted points toward areas of
higher density. Each point was eventually assigned a cluster label corresponding to the mode it converged to.

Mapping to Categorical Labels: After clustering, each unique cluster label was considered a category. Data points
within the same cluster were assigned the same category label (e.g., 0, 1, 2, . . . ). This transformed the original
continuous attribute into a categorical attribute suitable for subsequent analysis using classification methods.

Determining Number of Categories: The number of categories for each attribute is equal to the number of clusters
identified by Mean Shift, which depends on the data distribution and the automatically estimated bandwidth.

The resulting categorical representation ensures that each attribute is grouped in a way that reflects the inherent
structure of the data, enabling more meaningful downstream analyses such as Naı̈ve Bayes classification.
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3.3. Calculating Accuracy Values & Comparing the Results

In calculating accuracy, Equation 5 is employed. In this equation, the accuracy value A is derived by dividing
the number of true predicted values (TP ) by the total number of data points (n). A true predicted (TP ) value is
assigned to a record when the label of a testing dataset record is correctly predicted by the developed system. The
allocation of data between the training and testing sets in the model development process follows an 80% training
data and 20% testing data distribution.

A =
TP

n
(5)

In the subsequent accuracy comparison process, initially, data with uncategorized attributes is subjected to
classification using Gaussian Naı̈ve Bayes Equation 3. Furthermore, for data that has already been categorized,
it is retested using both Gaussian Naı̈ve Bayes and Categorical Naı̈ve Bayes classifiers. Subsequently, a more
in-depth analysis is conducted concerning these accuracy outcomes.

4. Result and Discussion

This chapter will elucidate the findings from experiments conducted regarding the process of categorizing attributes
using Mean Shift, the developed mathematical model, and the accuracy results compared with other Naı̈ve Bayes
methods

4.1. Data Transformation

This study utilizes two datasets, where each dataset is examined to determine whether there are attributes that
remain uncategorized. In the first dataset, all three attributes, or in fact all attributes, are yet to be categorized.
Consequently, all attributes in Dataset 1 are clustered using the Mean Shift algorithm. Meanwhile, in the second
dataset, several attributes have been categorized, representing specific categories. However, two attributes, namely
Age and Income, are found to remain uncategorized. For each attribute that remains uncategorized, clustering is
performed using Mean Shift, depending on the range of its data, as illustrated in Table 1.

From Table 1, it can be observed that several uncategorized attributes have varying ranges of values. In the first
dataset, the Recency attribute, with values ranging from 29 to 3,005 using the Mean Shift clustering algorithm, is
categorized into 2 clusters. The Frequency attribute, with a range from 1 to 25, is categorized into 9 clusters, while
the Monetary attribute, with values ranging from 211,250 to 96,126,500 (in Indonesian Rupiahs), is categorized
into 7 clusters. Meanwhile, in Dataset 2, it is necessary to categorize the Age and Income attributes. The Age
attribute, with values ranging from 18 years old to 76 years old, is categorized into 2 clusters. Similarly, the Income
attribute, with a value range between 35,832 and 309,362 (in USD), is also categorized into 2 clusters.

Table 2. Dataset Structure and Samples

Indicators 1st Dataset 2nd Dataset
Attributes 3 (all uncategorized) 7 (2 uncategorized)
Class Column name: Cluster 2 (1,2,3,4,5,6) Column name: Label 2 (0,1)

Samples
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4.2. Accuracy Comparison

When the attributes have been categorized, using the Gaussian Naı̈ve Bayes classifier is actually ineffective, and
the accuracy value decreases, as shown in Table 3. Meanwhile, by using the categorical Naı̈ve Bayes classifier, the
accuracy value increases. The increase in accuracy is also higher for data with smaller dimensions but with more
labels (first dataset).

Table 3. Comparison of Accuracy Values

Dataset Gaussian Classifier Categorical Classifier ImprovementUncategorical Data Categorical Data Categorical Data
First 94.87% 74.36% 80.1% 5.74%
Second 93.75% 81.25% 84.25% 3%

In the second dataset, when the number of data classes is lower as it seen in Table 3, even with an increasing
dimensionality, the classification results tend to be more stable. Consequently, the improvement is not as
pronounced as observed during experimentation with the first dataset. This indicates that, although the Mean
Shift–based categorization successfully transforms continuous attributes into discrete categories, its impact on
classification performance depends on the characteristics of the dataset, particularly the number of classes and the
initial separability of the data. When the original continuous features already exhibit good class discrimination,
the benefit of categorization becomes more limited. Therefore, in future research endeavors, additional strategies
are required, focusing on optimizing the number of categories for a given attribute. This is necessary because
a limitation in this study is that the proposed model has not yet surpassed the accuracy achieved by using the
Gaussian Naı̈ve Bayes classifier without prior data categorization.

5. Conclusion and Suggestions

The primary objective of this research is to determine the number of categories for uncategorized data attributes to
optimize the Naı̈ve Bayes classification method. The determination of the number of categories employs the Mean
Shift method. Consequently, several attributes are categorized based on the number of clusters obtained through
the Mean Shift method. In the first dataset, an accuracy of 80.1% is achieved, while the second dataset attains the
highest accuracy of 84.25%. Both results exhibit improvements compared to the classification of categorized data
using Gaussian Naı̈ve Bayes. However, further observations are necessary in this study to enhance the accuracy
values to be on par with the accuracy of uncategorized data using Gaussian Naı̈ve Bayes.
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