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Abstract This research presents the integration, product, delay and inverse time operational matrices of Legendre wavelets
with an arbitrary scaling parameter and illustrates how to design this parameter in order to improve their accuracy and
capability in handling optimal control and analysis of time-delay systems. Using the presented Legendre wavelets, the
piecewise delay operational matrix is derived to develop the applicability of Legendre wavelets in systems with piecewise
constant time-delays or time-varying delays. With the aid of these matrices, the new Legendre wavelets method is applied
on linear time-delay systems. The reliability and efficiency of the method are demonstrated by some numerical experiments.
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1. Introduction

Wavelets as mathematical functions [1], when applied to time-delay systems, have advantages over orthogonal
functions. One of the most useful wavelets as Legendre wavelets are constructed from Legendre polynomials which
play an important role in engineering modeling [2, 3]. In [4], we have mentioned drawbacks of the conventional
Chebyshev wavelets (CCWs) in the analysis and optimal control of time-delay systems. Also we have shown the
advantages of Chebyshev wavelets with scaling over orthogonal functions [5] in problems arising in such systems.
By doing a similar experiment as in [6,7], we can observe similar drawbacks in the use of the conventional Legendre
wavelets (CLWs). The main issue of CLW method is that to model the delayed terms of many time-delay systems,
we have to approximate the values of delays, for example by using greatest integer values (see [8]), which this
issue causes errors in the obtained results. The conventional definition of Legendre wavelets which has been given
in [8, 11–27] as

φnm(t) =

{
2
k
2

√
m+ 1

2Pm(2kt− 2n+ 1), n−1
2k−1 ≤ t ≤ n

2k−1

0, otherwise,

where Pm are the well-known Legendre polynomials, n = 1, 2, . . . , 2k−1 andm is the order of Pm, does not always
present acceptable accuracy when applied to time-delay systems because we often find 2k−1h /∈ N, where h is the
time-delay. In order to deal with this problem, we have two ways:

1. We can apply the method described in [6], using large k, which provides an acceptable result. This application,
however, has many disadvantages.

2. We can use greatest integer value of delay as [2k−1h] + 1 which, as we shall see later, does not provide accurate
results.
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Generally, the following disadvantages of CLWs motivate us to use another definition of these wavelets:

• It may not always be possible to solve a variety of problems related to delay models with low values of k.

• The method has a little sensitivity to small changes in time delays, that is, by making small changes in time
delays, we have to use large values of k to see its effect on the behavior of systems.

• Their definition cannot be used to get other operational matrices like the piecewise delay operational matrix.

These are some practical limitations of CLW method in time-delay systems. In this work, to eliminate the source of
error and to increase the applicability of Legendre wavelets, we use a flexible definition of Legendre wavelets and
then introduce the useful matrices which are required for the analysis and optimal control of general linear systems
with delays and piecewise constant time delays. To show the advantages and accuracy of the proposed method, we
compare the results obtained by this method with those found by CLW method and other methods.

We present the concepts of the new Legendre wavelets in Section 2 and since the previous operational matrices
have been defined for CLWs, we continue our discussion for deriving their operational matrices in general forms.
Then in Section 3, we use the findings to the optimal control and analysis of general linear systems with different
kinds of delays such as multiple delays and piecewise constant delay. Numerical examples are solved in Section 4
to demonstrate the effectiveness of the proposed method and one can see the fact that significant improvements in
accuracy and capability of Legendre wavelets are obtained.

2. Preliminaries

2.1. Legendre wavelets with arbitrary scaling parameters

Legendre polynomials of the first kind Pm(x) are polynomials in the independent variable x of order m defined as
the solutions of the DE (

1− x2
)
P ′′m(x)− 2xP ′m(x) +m (m+ 1)Pm(x) = 0. (1)

Some of the important relations of Legendre polynomials [3] are∫ 1

−1
Pm(x)Pm′(x)dx =

{
2

2m+1 , m′ = m

0, m′ 6= m,
(2)

(x2 − 1)P ′m(x) = mxPm(x)−mPm−1(x), (3)

(m+ 1)Pm+1(x)− (2m+ 1)xPm(x) +mPm−1(x) = 0, (4)

Pm(−x) = (−1)mPm(x); (5)

the recurrence relation (4) is known as Bonnet’s recursion formula [2]. The Legendre polynomials Pm(x) are
orthogonal with respect to the weight function w(x) = 1. We can expand a continuous function f(x) on [−1, 1] in
a Legendre series as

f(x) =

∞∑
m=0

amPm(x),where am = 2m+1
2

∫ 1

−1
f(x)Pm(x)dx.

Definition 1
The arbitrary scaled Legendre wavelets (ASLWs)

Dilations and translations of the Mother function φ(t) define an orthogonal basis, the wavelets φsd(t), where
s 6= 0 and d are integers that scale and dilate the mother function φ(t) to generate the wavelets [1]

φsd(t) = |s|−1/2φ
(
t− d
s

)
.
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By selecting
d = (2n− 1)/2ξk−1, s = 1/2ξk−1

and
√

2m+1
2 from (2) for orthonormality, the arbitrary scaled Legendre wavelets (ASLWs) φξnm = φ(ξ, k, n,m, t)

with five arguments are defined as

φξnm(t) =


√
ξk−1cmPm(2ξk−1t− 2n+ 1), t ∈

[
n−1
ξk−1 ,

n
ξk−1

]
0, t /∈

[
n−1
ξk−1 ,

n
ξk−1

]
,

(6)

where
ξ ∈ N≥2 is an arbitrarily selected scaling parameter,
k ∈ N≥2 together with ξ specify the number of subintervals,
n = 1, 2, . . . , ξk−1 refers to the number of subinterval and specifies the location of the subinterval,
m = 0, 1, . . . ,M − 1 is the degree of Pm and cm is

cm =
√

2m+ 1, (7)

t ∈ [0, 1] is as an independent variable.
These Legendre wavelets are an orthonormal set with respect to the weight functions w(t) = 1. As we shall see
later, by selecting an appropriate value of the scaling parameter, ASLW method may provide the exact solutions
of delay differential equations and accurate solutions of time-delay optimization problems. Ref. [10] by defining a
sequence of spaces has constructed an orthonormal base to solve the Laplace equations which is similar with this
base, but we can see changes in µ does not have noticeable effects on errors of solutions.

Definition 2
ASLWs expansion

The Legendre wavelets expansion of a function f defined on the interval [0, 1] is given by

f(t) =

N∑
n=1

∞∑
m=0

fξnmφ
ξ
nm(t), (8)

where N is large enough. If we truncate (8) with, say, the (M − 1)th term in ξk−1 subintervals, then

f(t) ∼= fξkM (t) =

ξk−1∑
n=1

M−1∑
m=0

fξnmφ
ξ
nm(t) = fξΦξ(t), (9)

where fξ and Φξ(t) are 1× ξk−1M and ξk−1M × 1 vectors and

fξ = [fξ10, . . . , f
ξ
1M−1, f

ξ
20, . . . , f

ξ
2M−1, . . . , f

ξ
ξk−10

, . . . , fξ
ξk−1M−1], (10)

Φξ(t) = [φξ10(t), . . . , φξ1M−1(t), φξ20(t), . . . , φξ2M−1(t), . . . , φξ
ξk−10

(t), . . . , φξ
ξk−1M−1(t)]T. (11)

{fξnm} are constant coefficients. Finally, we show how to find these coefficients. From (6) we see that when t ∈
[ n−1
ξk−1 ,

n
ξk−1 ] we have f(t) = fn(t) =

∑M−1
m=0 f

ξ
nmφ

ξ
nm(t). With multiplying fn(t) by φξn′m′(t) and then integrating

both sides from n−1
ξk−1 to n

ξk−1 , we can write

∫ n
ξk−1

n−1
ξk−1

f(t)φξn′m′(t)dt =

M−1∑
m=0

fξnm

∫ n
ξk−1

n−1
ξk−1

φξnm(t)φξn′m′(t)dt,
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where m′ = 0, 1, . . . ,M − 1 and n′ = 1, 2, . . . , ξk−1; substituting x = 2ξk−1t− 2n+ 1 and also knowing the fact
that φnm(t)φn′m′(t) = 0 when n′ 6= n, yields∫ n

ξk−1

n−1
ξk−1

f(t)φξnm′(t)dt =

M−1∑
m=0

fξnm

∫ n
ξk−1

n−1
ξk−1

φξnm(t)φξnm′(t)dt

= 1
2

M−1∑
m=0

fξnmcmcm′

∫ 1

−1
Pm(x)Pm′(x)dx

= 1
2f

ξ
nmc

2
m

{
2

2m+1 , m′ = m

0, m′ 6= m.

Thus from (7) we can obtain the constant coefficients as follows

fξnm =

∫ n
ξk−1

n−1
ξk−1

f(t)φξnm(t) dt. (12)

2.2. The integration operational matrix of Legendre wavelets

We express the integration of the new Legendre wavelet vector on [0, t] as∫ t

0

Φξ(ϑ)dϑ ∼= PξΦξ(t), (13)

where Pξ is the ξk−1M × ξk−1M operational matrix of integration of ASLWs. By a procedure similar to that
in [4], we can derive this matrix. So, if n−1

ξk−1 ≤ t < n
ξk−1 , then:

1. for m = 0∫ t

n−1
ξk−1

φξn0(ϑ)dϑ =
√
ξk−1(t+ −n+1

ξk−1 ) =
√
ξk−1

(
1√
ξk−1

1
2ξk−1φ

ξ
n0(t) + 1√

3
√
ξk−1

1
2ξk−1φ

ξ
n1(t)

)
= 1

2ξk−1 [1, 1√
3
, 0, 0, . . . , 0][φξn0(t), φξn1(t), φξn2(t), . . . , φξnM−1(t)]T.

2. for m ≥ 1, we first express (1) in self-adjoint form

d

dx

(
(1− x2)P ′m(x)

)
+m (m+ 1)Pm(x) = 0. (14)

Then setting x = 2ξk−1ϑ− 2n+ 1 and xt = 2ξk−1t− 2n+ 1 and using (14), (3) and (4), yields∫ t

n−1
ξk−1

φξnm(ϑ)dϑ =
√
ξk−1cm

∫ t

n−1
ξk−1

Pm(2ξk−1ϑ− 2n+ 1)dϑ =
√
ξk−1cm

1
2ξk−1

∫ xt

−1
Pm(x)dx

= cm
1

2
√
ξk−1

1
m(m+1)

(
(x2 − 1)P ′m(x)

) ∣∣∣xt
−1

= cm
1

2
√
ξk−1

1
m(m+1) (x

2
t − 1)P ′m(xt)

= cm
1

2
√
ξk−1

1
m(m+1) (mxtPm(xt)−mPm−1(xt))

= cm
1

2
√
ξk−1

1
m+1

(
m+1
2m+1Pm+1(xt) + m

2m+1Pm−1(xt)− Pm−1(xt)
)

= cm
1

2
√
ξk−1

(
− 1

2m+1Pm−1(2ξk−1t− 2n+ 1) + 1
2m+1Pm+1(2ξk−1t− 2n+ 1)

)
= 1

2
√
ξk−1

(
− 1√

2m+1
1√

2m−1
1√
ξk−1

φξnm−1(t) + 1√
2m+1

1√
2m+3

1√
ξk−1

φξnm+1(t)

)
= 1

2ξk−1 [0, 0, . . . , 0︸ ︷︷ ︸
m−1

,− 1√
4m2−1 , 0,

1√
4m2+8m+3

, 0, 0, . . . , 0]

[φξn0(t), φξn1(t), φξn2(t), . . . , φξnM−1(t)]T.
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If t = n
ξk−1 , then:

1. for m = 0 ∫ t

n−1
ξk−1

φξn0(ϑ)dϑ =
√
ξk−1( n

ξk−1 − n−1
ξk−1 ) =

√
ξk−1 2

2ξk−1

ξk−1∑
η=n+1

1√
ξk−1

φξη0(t)

= 1
2ξk−1

ξk−1∑
η=n+1

[2, 0, 0, . . . , 0][φξη0(t), φξη1(t), φξη2(t), . . . , φξηM−1(t)]T.

2. for m ≥ 1∫ t

n−1
ξk−1

φξnm(ϑ)dϑ =
√
ξk−1cm

∫ n
ξk−1

n−1
ξk−1

Pm(2ξk−1ϑ− 2n+ 1)dϑ =
√
ξk−1cm

1
2ξk−1

∫ 1

−1
Pm(x)dx

= cm
1

2
√
ξk−1

1
m(m+1)

(
(x2 − 1)P ′m(x)

) ∣∣∣1
−1

= 0

= 1
2ξk−1

ξk−1∑
η=n+1

[0, 0, 0, . . . , 0, 0][φξη0(t), φξη1(t), φξη2(t), . . . , φξηM−1(t)]T.

So

Pξ = 1
2ξk−1


p̄1

p̄2

...
p̄ξk−1

 , p̄n =
[ (n−1) times︷ ︸︸ ︷
0 0 · · · 0 Y

(ξk−1−n) times︷ ︸︸ ︷
J J · · · J

]
, (15)

where Y and J are matrices of order M and given by

Y =



1
1√
3

0 0 0 ··· 0 0 0

− 1√
3

0
1√
15

0 0 ··· 0 0 0

0 − 1√
15

0
1√
35

0 ··· 0 0 0

0 0 − 1√
35

0
1√
63
··· 0 0 0

...
...

...
...

...
. . .

...
...

...

0 0 0 0 0 ··· − 1√
4(M−2)2−1

0
1√

4M2−8M+3

0 0 0 0 0 ··· 0 − 1√
4(M−1)2−1

0


,J =



2 0 0 · · · 0
0 0 0 · · · 0
0 0 0 · · · 0
0 0 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 0


.

2.3. The integration matrix of the product of Legendre wavelets on [0, 1]

The integration matrix of the product of two new Legendre wavelet function vectors on [0, 1] is obtained from∫ 1

0

Φξ(t)Φξ
T(t) dt =

∫ 1

0

[φξ10(t), . . . , φξ1M−1(t), . . . , φξ
ξk−1M−1(t)]T[φξ10(t), . . . , φξ1M−1(t), . . . , φξ

ξk−1M−1(t)]dt.

Knowing ∫ n
ξk−1

n−1
ξk−1

φξnm(t)φξnm′(t)dt = 2m+1
2

∫ 1

−1
Pm(x)Pm′(x)dx =

{
1, m′ = m
0, m′ 6= m

and denoting the identity matrix by I, we have∫ 1

0

Φξ(t)Φξ
T(t) dt = Iξk−1M . (16)
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240 LEGENDRE WAVELETS WITH SCALING IN TIME-DELAY SYSTEMS

2.4. The product operational matrix of Legendre wavelets

Using the relations of Legendre polynomials, we can find

fξΦξ(t)Φξ
T(t) ∼= Φξ

T(t)f̃ξ, (17)

where f̃ξ is the ξk−1M × ξk−1M product operational matrix of ASLWs of fξ. Using a procedure similar to what we
did in [7] and Definition 1, we conclude that f̃ξ is in the from f̃ξ = z.blkdiag(f̃1, f̃2, . . . , f̃ξk−1). To evaluate f̃ξ and
z, we let f̃n = [f̃uv], where u, v = 1, 2, . . . ,M . The product of two Legendre polynomials is given by (see [9, 14])

Pm(x)Pm′(x) =

m′∑
α=0

=α=m−α=m′−α
=m+m′−α

2m+ 2m′ − 4α+ 1

2m+ 2m′ − 2α+ 1
Pm+m′−2α(x), (18)

where m ≥ m′, =α = (2α−1)!!
α! and !! is the double factorial. Hence from (18) and (6) we can write

φξnm(t)φξnm′(t) = ξk−1
√

(2m+ 1)(2m′ + 1)Pm(x)Pm′(x)

= ξk−1
√

(2m+ 1)(2m′ + 1)

m′∑
α=0

=α=m−α=m′−α
=m+m′−α

2m+2m′−4α+1
2m+2m′−2α+1Pm+m′−2α(x)

=
√
ξk−1

√
(2m+ 1)(2m′ + 1)

m′∑
α=0

=α=m−α=m′−α
=m+m′−α

2m+2m′−4α+1
2m+2m′−2α+1

1√
2(m+m′−2α)+1

φξnm+m′−2α(x)

=
√
ξk−1

m′∑
α=0

℘mm′αφ
ξ
nm+m′−2α(x),

where we set ℘mm′α =
=α=m−α=m′−α
=m+m′−α

2m+2m′−4α+1
2m+2m′−2α+1

√
(2m+1)(2m′+1)
2(m+m′−2α)+1 . If m+m′ − 2α ≥M , then we must take

℘mm′α = 0. By equating coefficients of the same wavelets on both sides of (17), we find, in general,

f̃ξ =
√
ξk−1.blkdiag(f̃1, f̃2, . . . , f̃ξk−1), (19)

where

f̃n ∼=


fξn0 fξn1 fξn2 ··· fξnM−1

fξn1 fξn0+℘110f
ξ
n2 ℘211f

ξ
n1+℘210f

ξ
n3 ··· ℘M−1 11f

ξ
nM−2

fξn2 ℘211f
ξ
n1+℘210f

ξ
n3 fξn0+℘221f

ξ
n2+℘220f

ξ
n4 ··· ℘M−1 22f

ξ
nM−3+℘M−1 21f

ξ
nM−1

...
...

...
. . .

...
fξnM−1 ℘M−1 11f

ξ
nM−2 ℘M−1 22f

ξ
nM−3+℘M−1 21f

ξ
nM−1 ··· f

ξ
n0+℘M−1M−1M−2f

ξ
n2+...+℘M−1M−1 βf

ξ
nγ

 , (20)

℘mm′α =
=α=m−α=m′−α
=m+m′−α

2m+2m′−4α+1
2m+2m′−2α+1

√
(2m+1)(2m′+1)
2(m+m′−2α)+1 , β =

{
M/2, M even
(M − 1)/2, M odd , γ =

{
M − 2, M even
M − 1, M odd.

(21)

2.5. The delay operational matrix of Legendre wavelets

The delay Legendre scaling function vector Φξ(t− hι) can be expressed in the form

Φξ(t− hι) =

{
0, 0 ≤ t < hι
DξιΦξ(t), hι ≤ t ≤ 1.

(22)

Since the parameter ξ is arbitrarily selected, hence we have hιξk−1 ∈ N. We define

ndι = hιξ
k−1. (23)
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When n−1
ξk−1 ≤ t− hι ≤ n

ξk−1 we see that ndι+n−1
ξk−1 ≤ t ≤ ndι+n

ξk−1 , so by introducing a M × 1 vector ϕξn(t) as

ϕξn(t) =
[
φξn0(t), φξn1(t), φξn2(t), . . . , φξnM−1(t)

]T
,

we can write
ϕξn(t− hι) = IMϕ

ξ
n+ndιm

(t).

If n > ξk−1 − ndι , then ϕξn(t− hι) = 0. Thus the matrix Dξι is a square matrix of order ξk−1M as follows

Dξι =

0 · · · 0 IM 0 0 · · · 0

0 · · · 0 0 IM 0 · · · 0

0 · · · 0 0 0 IM · · · 0

...
. . .

...
...

...
...

. . . 0

0 · · · 0 0 0 0 · · · IM

0 · · · 0 0 0 0 · · · 0

...
. . .

...
...

...
...

. . .
...

0 · · · 0 0 0 0 0 0





ndι ξk−1 − ndι

ξk−1 − ndι

ndι

and the right-hand side of this last expression can be written compactly in a more useful form as

Dξι =

[
0(ξk−1−ndι )M×ndιM I(ξk−1−ndι )M

0ndιM×ξk−1M

]
. (24)

2.6. The inverse time operational matrix of Legendre wavelets

A reverse time ASLW vector, Φξ(1− t) is given by

Φξ(1− t) = ΥξΦξ(t) , 0 ≤ t ≤ 1 (25)

where the inverse or reverse time operational matrix of ASLWs is introduced by Υξ. According to (6) we have

φξnm(1− t) =
√
ξk−1cmPm(2ξk−1(1− t)− 2n+ 1) , n−1

ξk−1 ≤ 1− t ≤ n
ξk−1 .

By introducing
ns = ξk−1 − n+ 1,

from n−1
ξk−1 ≤ 1− t ≤ n

ξk−1 it follows that ns−1
ξk−1 ≤ t ≤ ns

ξk−1 . Hence by (5),

φξnm(1− t) = (−1)mφξnsm(t).

So we conclude that

Υξ =


0 · · · 0 Z
0 · · · Z 0
... . . .

...
...

Z · · · 0 0

 , Z =


1 0 ··· 0 0
0 −1 ··· 0 0
...
...
. . .

...
...

0 0 ··· (−1)M−2 0

0 0 ··· 0 (−1)M−1

 ,
where Υξ and Z are square matrices of order ξk−1M and M , respectively.
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2.7. The piecewise delay operational matrix of Legendre wavelets

In this section, we derive a matrix introduced as the piecewise delay operational matrix of Legendre wavelets Dt
ξ,

to express terms having the piecewise constant delay h(t) in terms of ASLWs. h(t) is defined by

h(t) =


h1, 0 ≤ t ≤ t1
h2, t1 ≤ t ≤ t2
...

...
hj , tj−1 ≤ t ≤ tj ,

(26)

where tj = 1. If tj 6= 1, we must set t/tf → t. We rewrite (26) in the form

h(t) =


λ1

ω , 0 ≤ t ≤ v1
ω

λ2

ω ,
v1
ω ≤ t ≤

v2
ω

...
...

λj
ω ,

vj−1

ω ≤ t ≤ vj
ω ,

(27)

where for i = 1, 2, . . . , j, we have λi, vi, ω ∈ N. We select ξ = κω, where κ ∈ N. From (26) and (22),

Φξ(t− h(t)) =


Φξ(t− λ1

ω ), 0 ≤ t ≤ t1
Φξ(t− λ2

ω ), t1 ≤ t ≤ t2
...

...

Φξ(t− λj
ω ), tj−1 ≤ t ≤ tj ,

=


Dt
ξ1Φξ(t), h1 ≤ t ≤ t1

Dt
ξ2Φξ(t), h2 ≤ t ≤ t2
...

...
Dt
ξjΦξ(t), hj ≤ t ≤ tj .

Thus we can write

Φξ(t− h(t)) =

j∑
i=1

Dt
ξiΦξ(t). (28)

Now we see how to find these piecewise delay matrices. Proceeding exactly as we did in [4], by taking

ndi = hiξ
k−1

nei = tiξ
k−1

}
(29)

and
nmini = nei−1

− ndi
ni = nei − nei−1

,

}
(30)

we define Dt
ξi as

Dt
ξi =

 0nminiM×ξk−1M

Ωi

0(ξk−1−ni−nmini )M×ξk−1M

 , (31)

where
Ωi =

[
0niM×nei−1

M IniM 0niM×(ξk−1−nei )M
]
. (32)

Remark 1
If nmini < 0, we first set nei−1

= ndi , so nmini = 0. This is an exception, we only apply it to Dt
ξi. For more details

and cases (may be needed in some problems), see Ref. [4].

Stat., Optim. Inf. Comput. Vol. 7, March 2019



IMAN MALMIR 243

3. Optimal control and analysis of general linear delay systems via ASLWs

In this section we are going to use the finding in the previous sections to the optimal control and analysis of general
linear delay systems.

Consider a linear delay system containing delays and inverse time described by

ẋ(t) = A(t)x(t) + B(t)u(t) +

a∑
µ=1

Eµ(t)x(t− hµ) +

b∑
ν=1

Fν(t)u(t− hν) + G(t)x(tf − t) + H(t)x(t− h(t)),

(33)

x(0) = x0,

{
x(t) = θ(t), −hx ≤ t < 0
u(t) = ζ(t), −hu ≤ t ≤ 0,

(34)

where t ∈ [0, tf ], x(t) ∈ Rq and u(t) ∈ Rr are the state and control vectors, A(t), B(t), Eµ(t), Fν(t), G(t), and
H(t) are matrices of appropriate dimensions, hµ and hν are delays, h(t) is piecewise constant delay, x0 is the initial
condition, hx is the supreme of hµ and hi, hu is the supreme of hν , θ(t) ∈ Rq and ζ(t) ∈ Rr are, respectively, initial
state and initial control vector functions. The problem is to find the optimal controls and corresponding trajectories
for the described system, which minimize the quadratic performance index

J = 1
2xT(tf )Tx(tf ) + 1

2

∫ tf

0

{
xT(t)Q(t)x(t) + uT(t)R(t)u(t)

}
dt, (35)

where T and Q(t) are symmetric, positive semi-definite matrices, R(t) is a symmetric, positive definite matrix.
Since Legendre wavelets are defined on [0, 1], we must change the range of the independent variable t such

that 0 ≤ t ≤ 1; thus we set t/tf → t, hµ/tf → hµ, hν/tf → hν , and hi/tf → hi. We begin by defining ξ. In
(27), we have assumed hi = λi

ω ; we take hµ =
εµ
ωµ

, hν = εν
ων

, where ∀µ = 1, . . . , a and ∀ν = 1, . . . , b we have
εµ, ωµ, εν , ων ∈ N. Therefore we choose

ξ = κ.LCM ({ωµ}, {ων}, ω) , (36)

where κ ∈ N. We select ξ according to the true values of delays and this plays the key role in the construction of
an accurate model of the time-delay system. Now we parameterize the state and control vectors by (9)–(11) as

x(t) = Φ̂T
ξ (t)Xξ

u(t) = Φ̌T
ξ (t)Uξ,

}
(37)

where we define .̂ = .⊗ Iq, .̌. = ..⊗ Ir, ⊗ is Kronecker product [28], Xξ and Uξ are ξk−1qM × 1 and ξk−1rM ×
1 column vectors of unknown parameters and

Xξ = [Xξ1
10 , . . . , X

ξq
10 , . . . , X

ξ1
1M−1, . . . , X

ξq
1M−1, . . . , X

ξ1
ξk−1M−1, . . . , X

ξq
ξk−1M−1]T,

Uξ = [Uξ110 , . . . , U
ξr
10 , . . . , U

ξ1
1M−1, . . . , U

ξr
1M−1, . . . , U

ξ1
ξk−1M−1, . . . , U

ξr
ξk−1M−1]T.

We express the initial condition as
x0 = Φ̂T

ξ (t)X0
ξ , (38)

where X0
ξ is a known ξk−1qM × 1 column vector and

X0
ξ = 1√

ξk−1
[

ξk−1 times︷ ︸︸ ︷
Xξ0,Xξ0, . . . ,Xξ0]T, Xξ0 = [xT

0 ,

q(M−1)︷ ︸︸ ︷
0, 0, . . . , 0]. (39)

We express the matrices of the state equation in the terms of the new Legendre scaling functions as

A(t) = AξΦ̂ξ(t),B(t) = BξΦ̌ξ(t),Eµ(t) = EµξΦ̂ξ(t),Fν(t) = FνξΦ̌ξ(t),G(t) = GξΦ̂ξ(t),H(t) = HξΦ̂ξ(t).
(40)
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For µ = 1, 2, . . . , a and ν = 1, 2, . . . , b, we find {ndµ}, {ndν} from (23). Then we expand the initial functions by

x(t− hµ) = θ(t− hµ) + Φ̂T
ξ (t− hµ)Xξ = Φ̂T

ξ (t)θµξ + Φ̂T
ξ (t)D̂T

µξXξ, (41)

u(t− hν) = ζ(t− hν) + Φ̌T
ξ (t− hν)Uξ = Φ̌T

ξ (t)ζνξ + Φ̌T
ξ (t)ĎT

νξUξ, (42)

where each of Dµξ and Dνξ obtained by (24), θµξ and ζνξ are constant matrices which defined by

θµξ = [θµξ110 , . . . , θµξq10 , . . . , θµξ11M−1, . . . , θ
µξq
1M−1, . . . , θ

µξ1
ndµM−1

, . . . , θµξqndµM−1
,

(ξk−1−ndµ )qM︷ ︸︸ ︷
0, 0, 0, . . . , 0 ]T, (43)

ζνξ = [ζνξ110 , . . . , ζνξr10 , . . . , ζνξ11M−1, . . . , ζ
νξr
1M−1, . . . , ζ

νξ1
ndνM−1

, . . . , ζνξrndνM−1
,

(ξk−1−ndν )rM︷ ︸︸ ︷
0, 0, 0, . . . , 0 ]T. (44)

θµξαnm and ζνξβnm in which α = 1, 2, . . . , q and β = 1, 2, . . . , r can be obtained by (12).

Remark 2
It should be noted that the presented expansions of the integrals of delayed terms which were introduced in [6]
and have been used in [4, 7], differ from the expansions presented in similar works for those integrals, that is,∫ t
0

Eµ(t′)x(t′ − hµ)dt′ and
∫ t
0

Fν(t′)u(t′ − hν)dt′, for example, some of the literature are [29–32] and those listed
in [6]. When we use our expansions, by calling P̂T

ξ Ẽµξθµξ and P̂T
ξ F̃νξζνξ, we can see (43) and (44) provide exact

results and there is no need to define a matrix for integrating the desired wavelet vector from 0 to delay(s), that is,
the constant matrix Z have been defined in the literature.

By setting

Dt
ξ =

j∑
i=1

Dt
ξi (45)

in (28) and

θtξ =

j∑
i=1

θtξi (46)

in θ(t− h(t)) = Φ̂T
ξ (t)

∑j
i=1 θ

t
ξi, we can write

x(t− h(t)) = θ(t− h(t)) + Φ̂T
ξ (t− h(t))Xξ = Φ̂T

ξ (t)θtξ + Φ̂T
ξ (t)D̂tT

ξ Xξ. (47)

Now we see how to compute the ξk−1qM × 1 vector θtξ. In the rescaled form of (26),

I when hi ≤ ti−1, then we have
θtξi = 0;

II when ti−1 < hi < ti, we have

θtξi = [

nei−1
qM︷ ︸︸ ︷

0, 0, . . . , 0, θξi1nei−1
+1 0, . . . , θ

ξiq
nei−1

+1 0, . . . , θ
ξi1
ndiM−1

, . . . , θξiqndiM−1
,

(ξk−1−ndi )qM︷ ︸︸ ︷
0, 0, 0, . . . , 0 ]T;

III otherwise, when hi ≥ ti

θtξi = [

nei−1
qM︷ ︸︸ ︷

0, 0, . . . , 0, θξi1nei−1
+1 0, . . . , θ

ξiq
nei−1

+1 0, . . . , θ
ξi1
neiM−1

, . . . , θξiqneiM−1
,

(ξk−1−nei )qM︷ ︸︸ ︷
0, 0, 0, . . . , 0 ]T.
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By integrating the rescaled equation of (33) from 0 to t, substituting the findings given in (37), (38), (40)–(42), (47)
and using (25), we get

Φ̂T
ξ (t)Xξ − Φ̂T

ξ (t)X0
ξ =tf

∫ t

0

[
AξΦ̂ξ(ϑ)Φ̂T

ξ (ϑ)Xξ + BξΦ̌ξ(ϑ)Φ̌T
ξ (ϑ)Uξ +

a∑
µ=1

(EµξΦ̂ξ(ϑ)Φ̂T
ξ (ϑ)θµξ

+ EµξΦ̂ξ(ϑ)Φ̂T
ξ (ϑ)D̂T

µξXξ) +

b∑
ν=1

(FνξΦ̌ξ(ϑ)Φ̌T
ξ (ϑ)ζνξ + FνξΦ̌ξ(ϑ)Φ̌T

ξ (ϑ)ĎT
νξUξ)

+ GξΦ̂ξ(ϑ)Φ̂T
ξ (ϑ)Υ̂T

ξXξ + HξΦ̂ξ(ϑ)Φ̂T
ξ (ϑ)θtξ + HξΦ̂ξ(ϑ)Φ̂T

ξ (ϑ)D̂tT

ξ Xξ

]
dϑ.

Now, by (17) and (13)

Φ̂T
ξ (t)

[
Xξ −X0

ξ

]
=tf Φ̂

T
ξ (t)

[
P̂T
ξ ÃξXξ + P̂T

ξ B̃ξUξ +

a∑
µ=1

(
P̂T
ξ Ẽµξθµξ + P̂T

ξ ẼµξD̂
T
µξXξ

)

+

b∑
ν=1

(
P̂T
ξ F̃νξζνξ + P̂T

ξ F̃νξĎ
T
νξUξ

)
+ P̂T

ξ G̃ξΥ̂
T
ξXξ + P̂T

ξ H̃ξθ
t
ξ + P̂T

ξ H̃ξD̂
tT

ξ Xξ

]
, (48)

where each of the product operational matrices can be obtained from (19)–(21). In this definition of Legendre
wavelets, the time interval [0, 1] is divided into ξk−1 subintervals. To ensure continuity of the state across these
subintervals [14], we impose the following constraints at the boundary points tι

xα(t−ι ) = xα(t+ι ),α = 1, 2, . . . , q.

By setting
ςξι (t) = ϕξι

T
(t),

we must have

ςξι (tι)[X
ξα
ι0 , X

ξα
ι1 , . . . , X

ξα
ιM−1]T − ςξι+1(tι)[X

ξα
ι+10, X

ξα
ι+11, . . . , X

ξα
ι+1M−1]T = 0.

This yields, written in matrix form,

[

ι−1︷ ︸︸ ︷
0q×qM · · · 0q×qM ςξι (tι)⊗ Iq − ςξι+1(tι)⊗ Iq

ξk−1−ι−1︷ ︸︸ ︷
0q×qM · · · 0q×qM ]Xξ = 0q×1.

Knowing the maximum value of ι+ 1 is ξk−1, we find ι = 1, 2, . . . , ξk−1 − 1, tι = ι
ξk−1 and the compatibility

constraint can be expressed as


ςξ1 (t1) −ςξ2 (t1) 01×M · · · 01×M 01×M
01×M ςξ2 (t2) −ςξ3 (t2) · · · 01×M 01×M
...

...
...

. . .
...

...

01×M 01×M 01×M · · · ςξ
ξk−1−1(tξk−1−1) −ςξ

ξk−1(tξk−1−1)

⊗ Iq

Xξ = 0. (49)

Substituting Q(t) = QξΦ̂ξ(t) and R(t) = RξΦ̌ξ(t) in the performance index (35) and using (17), the properties
of Kronecker product and (16), we can write

J = 1
2XT

ξ Φ̂ξ(1)TΦ̂T
ξ (1)Xξ + 1

2 tf

∫ 1

0

(
XT
ξ Φ̂ξ(t)QξΦ̂ξ(t)Φ̂

T
ξ (t)Xξ + UT

ξ Φ̌ξ(t)RξΦ̌ξ(t)Φ̌
T
ξ (t)Uξ

)
dt

= 1
2XT

ξ

(
Φξ(1)ΦT

ξ (1)⊗T
)
Xξ + 1

2 tf

∫ 1

0

(
XT
ξ Φ̂ξ(t)Φ̂

T
ξ (t)Q̃ξXξ + UT

ξ Φ̌ξ(t)Φ̌
T
ξ (t)R̃ξUξ

)
dt

= 1
2

{
XT
ξ

(
Φξ(1)ΦT

ξ (1)⊗T + tfQ̃ξ

)
Xξ + UT

ξ

(
tfR̃ξ

)
Uξ

}
. (50)

Stat., Optim. Inf. Comput. Vol. 7, March 2019



246 LEGENDRE WAVELETS WITH SCALING IN TIME-DELAY SYSTEMS

Thus from (48)–(50) we see the optimal control problem is converted to a simple optimization problem which is
static in nature; the problem is

min 1
2

[
Xξ

Uξ

]T [
Ξ1 Ξ2

Ξ3 Ξ4

] [
Xξ

Uξ

]
(51)

subject to
[

Λ1 Λ2

Λ3 Λ4

] [
Xξ

Uξ

]
=

[
∆1

∆2

]
, (52)

where
Ξ1 = Φξ(1)ΦT

ξ (1)⊗T + tfQ̃ξ, Ξ2 = 0q%×r%, Ξ3 = 0r%×q%, Ξ4 = tfR̃ξ, (53)

Λ1 = tf

(
P̂T
ξ Ãξ +

a∑
µ=1

P̂T
ξ ẼµξD̂

T
µξ + P̂T

ξ G̃ξΥ̂
T
ξ + P̂T

ξ H̃ξD̂
tT

ξ

)
− Iq%, Λ2 = tf

(
P̂T
ξ B̃ξ +

b∑
ν=1

P̂T
ξ F̃νξĎ

T
νξ

)
,

Λ3 = Ψ̂ξC , Λ4 = 0(ξk−1−1)q×r%,

(54)

∆1 = −X0
ξ − tf

( a∑
µ=1

P̂T
ξ Ẽµξθµξ +

b∑
ν=1

P̂T
ξ F̃νξζνξ + P̂T

ξ H̃ξθ
t
ξ

)
, ∆2 = 0(ξk−1−1)q×1, (55)

in which % = ξk−1M and

ΨξC =


ςξc −ςξc 0 · · · 0 0
0 ςξc −ςξc · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · ςξc −ςξc

,
ςξc =

[√
ξk−1,

√
3ξk−1,

√
5ξk−1, · · · ,

√
(2M − 1)ξk−1

]
−ςξc =

[
−
√
ξk−1,

√
3ξk−1,−

√
5ξk−1, · · · , (−)M

√
(2M − 1)ξk−1

]
.

(56)

Remark 3
For a system described by (33)–(34) with time-invariant control weighted and state weighted matrices in the cost,
where J = 1

2xT(tf )Tx(tf ) + 1
2

∫ tf
0

{
xT(t)Qx(t) + uT(t)Ru(t)

}
dt, the matrices Ξ1 and Ξ4 in (53) become

Ξ1 = Φξ(1)ΦT
ξ (1)⊗T + tfI% ⊗Q, Ξ4 = tfI% ⊗R.

After selecting ξ from (36), we must find (53)–(56) for the problem and then use the QP solver.

Now we introduce a further method to analyze systems with two kinds of delays. Consider a linear delay system
containing reverse time described by

ẋ(t) = A(t)x(t) + B(t)u(t) + E(t)x(t− hµ) + F(t)x(t− h(t)) + G(t)x(tf − t), t ∈ [0, tf ] (57)

where the initial condition, the arbitrary function, and the input u(t) are

x(0) = x0,

{
x(t) = θ(t), −hx ≤ t < 0
u(t) = g(t), t ≥ 0.

(58)

The problem is to find x(t). Using a procedure similar to that discussed, we get

Xξ −X0
ξ = tf

[
P̂T
ξ ÃξXξ + P̂T

ξ B̃ξgξ + P̂T
ξ Ẽξθµξ + P̂T

ξ ẼξD̂
T
µξXξ + P̂T

ξ F̃ξθ
t
ξ + P̂T

ξ F̃ξD̂
tT

ξ Xξ + P̂T
ξ G̃ξΥ̂

T
ξXξ

]
,

(59)
where we have set

g(t) = Φ̌T
ξ (t)gξ.

gξ is defined as follow

gξ = [gξ110, . . . , g
ξr
10, . . . , g

ξ1
1M−1, . . . , g

ξr
1M−1, . . . , g

ξ1
ξk−1M−1, . . . , g

ξr
ξk−1M−1]T. (60)
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Thus from (59), the response of the system expressed by (57) and (58) is (in terms of ASLWs)

Xξ =
[
Iq% − tf

(
P̂T
ξ Ãξ + P̂T

ξ ẼξD̂
T
µξ + P̂T

ξ F̃ξD̂
tT

ξ + P̂T
ξ G̃ξΥ̂

T
ξ

)]−1
[
X0
ξ + tf

(
P̂T
ξ B̃ξgξ + P̂T

ξ Ẽξθµξ + P̂T
ξ F̃ξθ

t
ξ

)]
. (61)

To determine whether ASLW methods provide the accurate solutions and to see how to use ASLW methods in the
case in which some matrices are time-invariant, we must use two given algorithms in [4] with some modifications
(including Remark 3) which give ASLW methods in detailed steps suitable for implementation. Also by using the
time-partition technique, as we did in this Ref., we can apply ASLWs on time-varying time-delay systems in which
delays are time-varying.

4. Numerical examples

4.1. Example 1

We are interested in finding the optimal control and state which when applied to a TD system expressed by

ẋ(t) = −x(t) + x(t− 1
3 ) + u(t)− 0.5u(t− 2

3 ) , 0 ≤ t ≤ 1

x(t) = 1, − 1
3 ≤ t ≤ 0

u(t) = 0, − 2
3 ≤ t ≤ 0

give an optimal cost J∗ described by

J = 1
2

∫ 1

0

{
x2(t) + 1

2u
2(t)
}
dt.

According to the value of time delays, we select ξ = 3. Choosing k = 2 gives ndµ = 1 and ndν = 2; then by
M = 3, from (15), (24), (39), (43)

Pξ = 1
6

 Y J J
0 Y J
0 0 Y

 , Dµξ =

[
06×3 I6

03×9

]
,Dνξ =

[
03×6 I3

06×9

]
,

X0
ξ = 1√

3
[1, 0, 0, 1, 0, 0, 1, 0, 0]T, θµξ = [ 1√

3
, 0, 0, 0, 0, 0, 0, 0, 0]T.

Constructing (51) and (52) and calling quadprog in MATLAB, we solve the QP problem and find

x∗(t) =


0.734t2 − 0.947t+ 0.999, 0 ≤ t ≤ 1

3

0.36t2 − 0.735t+ 0.968, 1
3 ≤ t ≤

2
3

0.0798t2 + 0.0943t+ 0.541, 2
3 ≤ t ≤ 1,

u∗(t) =


−0.968t2 + 1.09t− 0.986, 0 ≤ t ≤ 1

3

−0.396t2 + 1.44t− 1.17, 1
3 ≤ t ≤

2
3

0.782t2 − 0.159t− 0.624, 2
3 ≤ t ≤ 1.

Also we use CLWs to solve this problem; we do this to compare the values of J∗. So, the comparisons are listed
in Table 1 and show that by ASLWs, we can obtain more accurate results with low k. We see the obtained values
of ∆J∗ by ASLWs are very small. The results demonstrate that the proposed Legendre wavelet method converges
rapidly and clearly show the improved accuracy. Obviously, by choosing k = 2 in CLW method we cannot solve the
problem. The optimal state and control are given in Figure 1 and we see the obvious boundary points are t = 1/3
and t = 2/3 which are exactly equal to the delays. In CLW method, we have used k = 6 to find acceptable results
which means we obtained the solutions as the piecewise defined functions containing 32 intervals. In Figure 1, we
can see the fact that in CLW method we have to shift the delays. Up to these points we have motivated to apply
Legendre wavelets with scaling in time-delay systems. As was mentioned in Remark 2, here, we can verify (43) by
evaluating PT

ξθµξ.
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Table 1. Comparison of J∗ in Example 1.

Method Optimal cost J∗

ASCWs, ξ = 3, k = 3, M = 7 [4] 0.373112935279
CLWs, k = 2 not available
CLWs, k = 3, M = 4 0.35949955
CLWs, k = 4, M = 4 0.37975995
CLWs, k = 6, M = 4 0.37478424
ASLWs, ξ = 3, k = 2, M = 3 0.373112918644
ASLWs, ξ = 3, k = 2, M = 4 0.373112935296
ASLWs, ξ = 3, k = 3, M = 3 0.373112935274
ASLWs, ξ = 3, k = 2, M = 7 0.373112935279
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Figure 1. Comparison of optimal states and controls for Example 1.

4.2. Example 2

Given a linear, time-varying system

ẋ(t) =

 t 1 t2 + 1
1 t 0

t2 + 1 0 t

x(t− 1
3 ) +

 1 t+ 1
t+ 1 1

1 1

u(t) +

1 t+ 1
t 1
1 t2 + 1

u(t− 2
3 ) +

t2 1 1
1 1 0
t 0 1

x(1− t),

x(t) =
[
1 1 1

]T
, − 1

3 ≤ t ≤ 0

u(t) =
[
1 1

]T
, − 2

3 ≤ t ≤ 0

and the performance index

J = 1
2

∫ 1

0

{
xT(t)

1 t 0
t t2 0
0 0 t2

x(t) + uT(t)I2u(t)

}
dt, (62)

find the optimal cost.
By selecting ξ = 3, 6, k = 2 and M = 5, 7, the corresponding results are reported in Table 2 and the superiority

of ASLW method over CLW method is clear. As can been seen, with low order of approximation, the significant
accuracy obtained and in applying ASLWs we have three options to increase the accuracy of the solution.
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Table 2. Comparison of numerical results in Example 2.

Method J∗

CCWs, k = 7, M = 5 [6] 3.1339565957
ASCWs, ξ = 6, k = 2, M = 7 [4] 3.1083548837
CLWs, k = 2 not available
ASLWs, ξ = 3, k = 2, M = 5 3.1083977271
ASLWs, ξ = 3, k = 2, M = 7 3.1083549039
ASLWs, ξ = 6, k = 2, M = 7 3.1083548870

4.3. Example 3

We want to analyze the piecewise constant delay system described [5, p. 150]

ẋ(t) = x(t− h(t)) + u(t) (63)

x(t) = 0, t ≤ 0

u(t) = 1, t > 0

where

h(t) =

 0.1, 0 ≤ t ≤ 0.35
0.3, 0.35 ≤ t ≤ 0.7
0.5, 0.7 ≤ t ≤ 1.

Using (27), we can write

h(t) =


2
20 , 0 ≤ t ≤ 7

20
6
20 ,

7
20 ≤ t ≤

14
20

10
20 ,

14
20 ≤ t ≤

20
20 .

Hence we select ξ = 20. By choosing k = 2, from (29) and (30) we see n0 = 0 and nd = 2 and nmin1
= −2.

According to Remark 1, we set ne0 = 2, so nmin1 = 0 and n1 = 5. Now from (31) and (32)

Dt
ξ1 =

[
Ω1

015M×20M

]
,Ω1 =

[
05M×2M I5M 05M×13M

]
.

In like manner, we find

Dt
ξ2 =

 0M×20M
Ω2

012M×20M

 ,Ω2 =
[
07M×7M I7M 07M×6M

]
and

Dt
ξ3 =

 04M×20M
Ω3

010M×20M

 ,Ω3 =
[
06M×14M I6M

]
.

(45) gives Dt
ξ =

∑3
i=1 Dt

ξi; from (60), by expressing g(t) = 1 in terms of 7th-degree partial sum of ASLWs
expansion, constructing Pξ and using (61), we solve the problem. Obtaining the exact response of (63) by using
CLWs is not possible, whereas we can do this by the use of ASLWs. Figure 2 shows the results of the arbitrary
scaled Legendre and Chebyshev wavelets with ξ = 20, k = 2 and M = 8.
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Figure 2. Response of (63).

4.4. Example 4

Obtain a solution to the state equation [5]

ẋ(t) = −5x(t)− 5x(t− h(t)) + 2u(t) (64)

subject to the conditions

h(t) =


0, 0 ≤ t ≤ 0.8
0.3, 0.8 ≤ t ≤ 1.4
0.6, 1.4 ≤ t ≤ 1.7
0.9, 1.7 ≤ t ≤ 2,

x(t) = 1, t ≤ 0

u(t) = 1, t ≥ 0.

We set t/2→ t, thus we have

h(t) =


0, 0 ≤ t ≤ 8

20
3
20 ,

8
20 ≤ t ≤

14
20

6
20 ,

14
20 ≤ t ≤

17
20

9
20 ,

17
20 ≤ t ≤

20
20 .

Selecting ξ = 20, k = 2 and M = 8, we get

Dt
ξ1 =

[
Ω1

096×160

]
,Ω1 =

[
I64 064×96

]
,

Dt
ξ2 =

040×160
Ω2

072×160

 ,Ω2 =
[
048×64 I48 048×48

]
,

Dt
ξ3 =

064×160
Ω3

072×160

 ,Ω3 =
[
024×112 I24 024×24

]
and

Dt
ξ4 =

064×160
Ω4

072×160

 ,Ω4 =
[
024×136 I24

]
;

then, from (45) we have Dt
ξ =

∑4
i=1 Dt

ξi. It follows from the discussion mentioned in Section 3 that for
i = 1, 2, 3, 4 we see θtξi = 0, Thus, from (46) we have θtξ = 0. Using (61), we solve the problem and obtain
the response of the system. The exact solution of this piecewise constant delay system is presented in [5, p. 154].
A comparison of the results is given in Figure 3.

Stat., Optim. Inf. Comput. Vol. 7, March 2019



IMAN MALMIR 251

0 0.5 1 1.5 2
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t

x(
t)

 

 

ASLW method; ξ = 20, k = 2, M = 8
Exact solution

Figure 3. Comparison of responses of (64).

4.5. Example 5

Motivated by the fact that real-world systems have some imposed constraints, for example see [33,34], we consider
this delay system in which different constraints are studied. It is desired to minimize the performance index which
is given in (62) subject to the conditions

ẋ(t) =

t 1 0
0 1 0
0 0 t2

x(t) +

 1 t+ 1
t+ 1 1

1 1

u(t) +

1 t+ 1
t 1
1 t2 + 1

u(t− 2
5 )

+

t2 1 1
1 1 0
t 0 1

x(1− t) +

 t 1 t2 + 1
1 t 0

t2 + 1 0 t

x(t− h(t)) , 0 ≤ t ≤ 1

h(t) =


1
5 , 0 ≤ t ≤ 1

5
2
5 ,

1
5 ≤ t ≤

3
5

4
5 ,

3
5 ≤ t ≤ 1,

x(t) =
[
t2 + 1 t2 + 1 t2 + 1

]T
, t ≤ 0

u(t) =
[
t+ 1 t+ 1

]T
, − 2

5 ≤ t ≤ 0

and

1. assume that the control and state are unconstrained.

2. let the final state constraint be
x1(tf ) ≥ 0.6 and x2(tf ) ≤ −0.6.

3. let the restrictions in the control variables be

∀t ∈ [0, 45 ],−1.9 ≤ u1(t) ≤ −0.5 and − 1.95 ≤ u2(t) ≤ −0.4.

4. let the piecewise combined constraint be

∀t ∈ [0, 25 ], t2x1(t)− x2(t)− tx3(t)− u1(t) + tu2(t) ≤ 0,

∀t ∈ [ 35 , 1], x1(t) ≥ 0.2 and x1(t)− 2x2(t) + x3(t) ≤ 0.

Obviously, solving the problem by applying CLW method is not possible. In this problem, we choose ξ = 5. By
setting k = 2 and M = 7 and using the given findings, Figure 4 shows the optimal states and controls obtained by
the present method. In cases 1–4, we find, in turn, J∗ = 1.7554, J∗ = 1.8794, J∗ = 1.7927, and J∗ = 2.1766.
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Figure 4. Optimal states and controls for Example 5.

5. Conclusion

In the study of delay differential equations describing dynamical processes, Legendre wavelet method has a much
wider range of capabilities than Legendre polynomial method. By using the conventional Legendre wavelet method,
we may not be able to find accurate solutions of delay differential equations. Furthermore, we obviously cannot
apply it on systems with piecewise constant delays. Hence, to achieve some improvement in accuracy and to
develop the applicability of Legendre wavelet method, a flexible definition has been proposed in which the scaling
parameter is selected according to the true values of delay. We saw that ASLW method can provide acceptable
solutions with minimum number of subintervals, where its solution process is simpler than CLW method and
considerable savings in computation time and memory are attained; also to improve the accuracy, we can increase
the value of ξ instead of k. By using the given concepts, ASLW method have been developed for the efficient
analysis and optimal control of systems with piecewise constant delays and zero or non-zero initial functions.
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