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#### Abstract

The kernel-based estimator of Cochran Mantel-Haenszel odds ratio based on stratified simple and ranked set sampling is proposed. The expectation and variance of the estimator are analytically obtained. Using a simulation study, the estimator based on stratified ranked set sampling is more efficient than its counterpart based on stratified simple random sampling. Finally, the estimator's performance is investigated by using base deficit data.
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## 1. Introduction

Odds ratio (OR) is widely used in medical, social, behavioral, and public health sciences. The OR is equally valid for retrospective, prospective, and cross-sectional sampling designs. The OR is the ratio of odds of an event occurring in one group to the other group's odds. Let the probabilities of an event in each of the groups be $\pi_{1}$ (first group) and $\pi_{2}$ (second group) respectively, and then the OR is

$$
\begin{equation*}
\frac{\pi_{1} /\left(1-\pi_{1}\right)}{\pi_{2} /\left(1-\pi_{2}\right)} \tag{1}
\end{equation*}
$$

OR of 1 indicates that the condition or event under study is equally likely to occur in both groups. The OR of greater than 1 means that the condition is more likely to happen in the first group. However, the OR less than 1 indicates that the condition is less likely to occur in the first group. The OR must be greater than or equal to zero if it is defined. It is undefined if $\pi_{2}\left(1-\pi_{1}\right)$ equals zero.

The OR estimation problem has been widely discussed in the literature by many authors. Most of the literature has developed under the simple random sampling (SRS) method by focusing on different estimation methods of the distribution functions of two populations and using different types of data. [1] presented some properties of OR based on the categorical data. Some of the recent contributions are by [19], [13], [39], [37], [18], [26].

In some situations, the actual measurement is expensive or time-consuming and/or challenging to obtain. Simultaneously, judgment ranking or visual inspection for some variable is more straightforward

[^0]than the exact measurement. Using judgment ranking, many researchers have used sampling methods such as ranked set sampling (RSS) to collect the data, which was first introduced by [21]. This method is widely discussed in biomedical and agriculture studies, especially for estimating population parameters such as the mean and distribution function. By performing the following steps, you can obtain an RSS as follows:

- Select $r$ independent sets, each involving $r$ independent and identically distributed (iid) sampling units from an underlying population.
- Rank each set by judgment based on the certain knowledge of the subject or by visual inspection, without actual measurement of the interesting variable.
- Measure the $j$ th smallest one from the $j$ th set $(j=1, \cdots, r)$.

The aforementioned steps present one cycle of an RSS data set. By repeating the process for $m$ times, an RSS data set is obtained with $m$ and $n=m r$ cycles and size. If judgment rankings are done without error, then ranking is perfect, and otherwise, it is called imperfect ranking. Recently, some attempts are performed on the effect of imperfect ranking, as in [14] and [36].

Some authors have recently introduced new schemes based on RSS ideas such as [2], [23] and [31]. An extension of RSS is stratified RSS (SRSS), which is introduced by [30]. SRSS is a sampling scheme in which a population is separated into $L$ mutually distinct strata, with set size $r_{h}$ of the ranked set sample, which is quantified within the stratum $h$. In other words, this scheme can be considered as a set of $L$ distinct ranked set samples. To explain SRSS, suppose that the population is divided into $L$ mutually distinct strata and

$$
\left(X_{h 11}^{*}, X_{h 12}^{*}, \cdots, X_{h 1 r_{h}}^{*}\right) ;\left(X_{h 21}^{*}, X_{h 22}^{*}, \cdots, X_{h 2 r_{h}}^{*}\right) ; \cdots ;\left(X_{h r_{h} 1}^{*}, X_{h r_{h} 2}^{*}, \cdots, X_{h r_{h} r_{h}}^{*}\right)
$$

be $r_{h}$ independent random samples with size $r_{h}$ selected from the $h$ th stratum $(h=1,2, \cdots, L)$. Hereafter, assume that $X_{h j i}$ stands for the quantitative measurement of the unit $X_{h j i}^{*}$. Let ( $X_{h 1 i}, X_{h 2 i}, \cdots, X_{h r_{h} i} ; i=$ $1,2, \cdots, m_{h}$ ) be the simple random sample with size $n_{h}=m_{h} r_{h}$ which is collected from the $h$ th subpopulation characterized by $F_{h}(x)$ and $f_{h}(x)$ as the cumulative distribution function (CDF) and probability density function (PDF), respectively. We should highlight that the CDF of the underlying population can be written as $F(x)=\sum_{h=1}^{L} W_{h} F_{h}(x)$, where $W_{h}$ is the weight of the $h$ th stratum and predetermined from the sampling scheme. To performing RSS scheme in the population with $h$ subpopulation, we can consider the SRSS scheme as a two-phase sampling scheme. First, rank the units in each sample with respect to the variable of interest without actual measurement. In the $h$ th stratum, the judgment ordered sample corresponding to the $j$ th sampling units is denoted by $\left(X_{h j[1] i}^{*}, X_{h j[2] i}^{*}, \cdots, X_{h j\left[r_{h}\right]}^{*} ; i=1,2, \cdots, m_{h}\right)$. Second, the ranked set sample with size $n_{h}=m_{h} r_{h}$ in the $h$ th stratum is given by ( $X_{h 1[1] i}, X_{h 2[2] i}, \cdots, X_{h r_{h}\left[r_{h}\right]} ; i=1,2, \cdots, m_{h}$ ). Also, suppose that $N_{1}, N_{2}, \cdots, N_{L}$ are the number of sampling units within each stratum such that $N=\sum_{h=}^{L} N_{h}$ represents the total underlying population size. In addition, let $n_{1}, n_{2}, \cdots, n_{L}$ denote the number of sampling units measured within each stratum such that $n=\sum_{h=1}^{L} n_{h}$ represents the total sample size. It should be noted that the notation [.] in subscript is used for imperfect ranked set sample.

Recently, some papers have been published based on the SRSS scheme; [33] presented a ratio estimation for the ratio of means of two dependent variables. Modified ratio estimators for the mean of the finite population have been introduced by [20] using auxiliary variable information. [28] published a kernel density estimation based on the SRSS with optimal allocation. Also, [29] used SRSS to improve distribution and quality estimations' performance. Moreover, [12] proposed a kernel-based estimator of the quantile based on SRSS with optimal allocation.

Unlike the SRS case, a few numbers of papers addressed the OR problem using RSS scheme. The evaluation and the estimation of OR were investigated in the literature when the sampling scheme is moving extreme RSS by [32] and [15]. They used the moving extreme RSS empirical distribution function to estimate OR. By the definition of the OR, it is clear that one can estimate the parameter using the CDF estimation, for example, by an empirical distribution function. Although the empirical distribution
function is the most well-known non-parametric estimation of the CDF, it is a step function. The empirical estimator's deficiency share is that it can not show the corresponding continuous parameter's smoothness being estimated. Furthermore, such an estimator may represent much bias near the boundaries, which implies that it cannot estimate beyond the extreme observations.

On the other hand, in the most practical situations, such as lifetime and biomedical, the underlying population is continuous, and the OR is a continuous parameter. We want to find a smoother estimator than the empirical estimator, for example, a kernel estimator. It is obvious that the kernel estimator is a continuous and smooth function, and on the one hand, it is mentioned by many authors that smooth estimators have better performance than that of empirical counterparts, provided that a proper bandwidth is chosen. Therefore, these motivations encourage us to use a smooth estimator such as the kernel estimator for estimating the OR. The kernel estimator is more efficient than the empirical in the literature (see [4]) and is available on SAS, R, and other software.

Some authors have recently placed their attention on the kernel estimator for evaluating interesting parameters using the RSS scheme. [8] used the kernel function to estimate the log OR for sparse data. A rank-based kernel estimator for the area under the ROC curve was proposed by [38]. [11] presented a kernel-based estimator for odds using the RSS method, and they show that the estimator has better performance than the empirical counterpart.

The rest of the paper is organized as follows. In Section 2, some preliminaries are presented. The kernel estimator of the OR based on the SRS in the $h$ th stratum is investigated in Section 3. In Section 4, the OR's kernel estimator using the RSS scheme in the $h$ th stratum is considered. The OR estimations on the basis of SRSS and SRSS are studied in Section 5. In Section 6, simulation and numerical computations studies are stated, while illustrations using real data of our proposed estimators are presented in Section 7. In Section 8, some discussions and conclusions are stated.

## 2. Preliminaries

In this paper, we will focus on continuous biomarkers to simplify the interpretation of the results. Let $X$ and $Y$ denote biomarker results of subjects from the healthy and diseased populations, respectively. Let $x_{0}$ be the cut-off point. Suppose $F_{X}\left(x_{0}\right)=P\left(X \leq x_{0}\right)$ and $F_{Y}\left(x_{0}\right)=P\left(Y \leq x_{0}\right)$ are the underlying CDFs of two absolutely continuous random variables $X$ and $Y$, respectively. Let the positive test result to be $D=\left\{y: Y>x_{0}\right\}$ for the diseased and $H=\left\{x: X>x_{0}\right\}$ for the healthy, respectively. The odds of the positive test in the disease population is given by

$$
O_{Y}\left(x_{0}\right)=\frac{P(D)}{1-P(D)}=\frac{1-F_{Y}\left(x_{0}\right)}{F_{Y}\left(x_{0}\right)}=\frac{\pi_{1}}{1-\pi_{1}},
$$

and the odds of the positive test in the health population is given by

$$
O_{X}\left(x_{0}\right)=\frac{P(H)}{1-P(H)}=\frac{1-F_{X}\left(x_{0}\right)}{F_{X}\left(x_{0}\right)}=\frac{\pi_{2}}{1-\pi_{2}} .
$$

Therefore, the odds ratio is given by

$$
\theta\left(x_{0}\right)=\frac{\pi_{1} /\left(1-\pi_{1}\right)}{\pi_{2} /\left(1-\pi_{2}\right)}=\frac{O_{Y}\left(x_{0}\right)}{O_{X}\left(x_{0}\right)} .
$$

Note that $O_{Y}\left(x_{0}\right) \geq 0$ and $O_{X}\left(x_{0}\right)>0$. Throughout the paper, we will assume that $0<F_{Y}\left(x_{0}\right)<1$ and $0<F_{X}\left(x_{0}\right)<1$ so that $O_{Y}\left(x_{0}\right)$ and $O_{X}\left(x_{0}\right)$ are both finite.

In the healthy and the diseased population naturally stratified by some covariates, such as age groups and gender, the biomarker results are homogeneous within each stratum (sub-group) and heterogeneous between strata (subgroups). Let the positive test result within stratum to be $D_{h}=\left\{y_{h}: Y_{h}>x_{0}\right\}$ for
the diseased and $H_{h}=\left\{x_{h}: X_{h}>x_{0}\right\}$ for the healthy, respectively, where $h=1,2, \cdots, L$. The odds of a positive test in the disease population within the $h$ th stratum is given by

$$
\begin{equation*}
O_{Y_{h}}\left(x_{0}\right)=\frac{P\left(D_{h}\right)}{1-P\left(D_{h}\right)}=\frac{1-F_{Y_{h}}\left(x_{0}\right)}{F_{Y_{h}}\left(x_{0}\right)}=\frac{\pi_{h 1}}{1-\pi_{h 1}}, \tag{2}
\end{equation*}
$$

and the odds of a positive test in health population within the $h$ th stratum is given by

$$
\begin{equation*}
O_{X_{h}}\left(x_{0}\right)=\frac{P\left(H_{h}\right)}{1-P\left(H_{h}\right)}=\frac{1-F_{X_{h}}\left(x_{0}\right)}{F_{X_{h}}\left(x_{0}\right)}=\frac{\pi_{h 2}}{1-\pi_{h 2}} . \tag{3}
\end{equation*}
$$

Therefore, the common odds ratio is given by

$$
\theta\left(x_{0}\right)=\sum_{h=1}^{L} W_{h} \theta_{h}\left(x_{0}\right),
$$

where $W_{h}=N_{h} / N$ and $N_{h}$ is the $h$ th stratum size and

$$
\theta_{h}\left(x_{0}\right)=\frac{O_{Y_{h}}\left(x_{0}\right)}{O_{X_{h}}\left(x_{0}\right)} .
$$

The other way of looking at the common odds ratio is the Cochran Mantel-Haenszel approach as follows:

$$
\begin{equation*}
\theta\left(x_{0}\right)=\frac{\sum_{h=1}^{L} \gamma_{h} \theta_{h}\left(x_{0}\right)}{\sum_{h=1}^{L} \gamma_{h}}, \tag{4}
\end{equation*}
$$

where $\gamma_{h}=N_{h} F_{Y_{h}}\left(x_{0}\right)\left(1-F_{X_{h}}\left(x_{0}\right)\right)$.
The OR of the underlying population, $\theta\left(x_{0}\right)$, is an unknown parameter, and to estimate OR, we need to estimate the CDFs in both groups. In the next two sections, we introduce the kernel estimator of OR, based on two sampling methods, SRS and RSS.

## 3. Kernel estimation of OR based on SRS in the $\boldsymbol{h}$ th stratum

Kernel estimation was first introduced by [27] for estimating density function. It has been widely applied as a smoothing method to estimate other quantities such as CDF in the last three decades. The first contributions based on SRS were presented by [24], [4] and [3]. [4] illustrated that the kernel estimator of CDF with bounded support is more efficient than the unbounded backing or empirical distribution function. This result has been confirmed again in the literature by other authors. In the present paper, we consider the kernel function with bounded support.

Let $Y_{h 1}, \cdots, Y_{h n_{Y_{h}}}$ and $X_{h 1}, \cdots, X_{h n_{X_{h}}}$ be simple random samples of sizes $n_{Y_{h}}$ and $n_{X_{h}}$ for the $h$ th stratum in both groups with CDFs $F_{Y_{h}}(\cdot)$ and $F_{X_{h}}(\cdot)$, respectively. Accordingly, the kernel estimators of $F_{Y_{h}}(\cdot)$ and $F_{X_{h}}(\cdot)$ are as follows:

$$
\begin{equation*}
\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)=\frac{1}{n_{Y_{h}}} \sum_{i=1}^{n_{Y_{h}}} K_{Y_{h}}\left(\frac{x_{0}-Y_{h i}}{d_{Y_{h}}}\right), \quad \hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)=\frac{1}{n_{X_{h}}} \sum_{i=1}^{n_{X_{h}}} K_{X_{h}}\left(\frac{x_{0}-X_{h i}}{d_{X_{h}}}\right), \tag{5}
\end{equation*}
$$

where $d_{Y_{h}}$ and $d_{X_{h}}$ are the bandwidths and

$$
K_{s}(u)= \begin{cases}0, & u \leq-a \\ \int_{-a}^{u} k_{s}(t) d t, & |u|<a \\ 1, & u \geq a\end{cases}
$$

$k_{s}(t)$ is the kernel function with bounded support, that is, $k_{s}(t)=0$, if $|t|>0$, for some positive $a$ and $s=Y_{h}, X_{h}$. We consider the following assumptions throughout the paper:
(A1) The underlying population has the CDFs as $F_{Y_{h}}(\cdot)$ and $F_{X_{h}}(\cdot)$, which are Hölder continuous with a square-integrable second derivative for any $h=1, \cdots, L$.
(A2) $K_{s}(\cdot)$ is an absolutely continuous function, such that $\lim _{x \rightarrow-a} K_{s}(x)=0$ and $\lim _{x \rightarrow a} K_{s}(x)=1$.
(A3) The kernel function $k_{s}(x)$ satisfies the following conditions for any $x$

$$
k_{s}(x)=k_{s}(-x), \quad \int_{-a}^{a} k_{s}(x) d x=1, \int_{-a}^{a} x^{2} k_{s}(x) d t \neq 0
$$

Since $d_{s}$ s are smoothing parameters in the kernel estimation problem, the choice of optimal bandwidths is more important for the convergence of $\hat{F}_{s}^{S R S_{\mathrm{S}}}$ to $F_{Y_{h}}$ s. The most common method used in the literature to find the optimal bandwidth is based on the mean integrated squared error (MISE) criterion that is defined as follows:

$$
\begin{align*}
\operatorname{MISE}\left(\hat{F}_{s}^{S R S}\right) & =\int \operatorname{MSE}\left(\hat{F}_{s}^{S R S}(x)\right) d x \\
& =\int E\left[\hat{F}_{s}^{S R S}(x)-F_{s}(x)\right]^{2} d x=E \int\left[\hat{F}_{s}^{S R S}(x)-F_{s}(x)\right]^{2} d x \tag{6}
\end{align*}
$$

where MSE is mean squared error and for $s=Y_{h}, X_{h}$. There are several asymptotic technics to find the optimal bandwidth. The most popular technics are plug-in and cross-validation. [3] showed that the estimator obtained based on the plug-in method has better performance than using cross-validation to estimate the CDF. A multistage plug-in method to find the optimal bandwidth was proposed by [25] using an iterative algorithm. The MSE and MISE of the kernel-based estimator of CDF obtained by [4], [16] and [3] are confirmed by [25]. As in [16], by assuming large subpopulations, $d_{s} \rightarrow 0$ and $n_{s} d_{s} \rightarrow \infty$ as $n_{s} \rightarrow \infty$ and under the assumptions (A1)-(A3), the bias and variance of $\hat{F}_{s}^{S R S}(x)$ can be obtained as

$$
\begin{gather*}
\operatorname{Bias}\left(\hat{F}_{s}^{S R S}(x)\right)=\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u+o_{s}\left(d_{s}^{4}\right),  \tag{7}\\
\operatorname{Var}\left(\hat{F}_{s}^{S R S}(x)\right)=\frac{1}{n_{s}} F_{s}(x) \bar{F}_{s}(x)-\frac{d_{s} f_{s}(x)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\}+o_{s}\left(d_{s}^{4}\right), \tag{8}
\end{gather*}
$$

where $\bar{F}_{s}(\cdot)=1-F_{s}(\cdot)$ is the survival function.
Therefore, the MSE of $\hat{F}_{s}^{S R S}(x)$ as given by (4)

$$
\begin{align*}
& \operatorname{MSE}\left\{\hat{F}_{s}^{S R S}(x)\right\}=\frac{1}{n_{s}} F_{s}(x) \bar{F}_{s}(x)-\frac{d_{s} f_{s}(x)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\}+\frac{d_{s}^{4}}{4}\left\{f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u\right\}^{2} \\
&+o_{s}\left(d_{s}^{4}\right) . \tag{9}
\end{align*}
$$

Moreover, using (9), the MISE of $\hat{F}_{s}^{S R S}$ is given by

$$
\operatorname{MISE}\left(\hat{F}_{s}^{S R S}\right)=\int E\left[\hat{F}_{s}^{S R S}(x)-F_{s}(x)\right]^{2} d x=\int\left\{\left[\operatorname{Bias}\left(\hat{F}_{s}^{S R S}(x)\right)\right]^{2}+\operatorname{Var}\left(\hat{F}_{s}^{S R S}(x)\right)\right\} d x
$$

As mentioned in [16] and [25], by assuming $d_{s} \rightarrow 0$ and $n_{s} d_{s} \rightarrow \infty$ as $n_{s} \rightarrow \infty$ and under the assumptions (A1)-(A3), the asymptotic optimal bandwidth is as

$$
\begin{equation*}
d_{s}^{S R S}=\left[\frac{a-\int_{-a}^{a} K_{s}^{2}(u) d u}{\left\{\int_{-a}^{a} u^{2} k_{s}(u) d u\right\}^{2} R\left(f_{s}^{\prime}\right)}\right]^{1 / 3} n_{s}^{-\frac{1}{3}}, \tag{10}
\end{equation*}
$$

where $R(f):=\int_{-\infty}^{\infty}(f(x))^{2} d x$.
Using (2) and (3) the SRS kernel-based estimators for the odds of positive tests in disease and health populations within the $h$ th stratum are given by

$$
\begin{equation*}
\hat{O}_{Y_{h}}^{S R S}\left(x_{0}\right)=\frac{1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)}{\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)}, \quad \hat{O}_{X_{h}}^{S R S}\left(x_{0}\right)=\frac{1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)}{\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)}=\frac{1}{\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)}-1 . \tag{11}
\end{equation*}
$$

Then, the $\mathrm{E}\left[\hat{O}_{s}^{S R S}\left(x_{0}\right)\right]$ can be obtained by Taylor expansion of $1 / \hat{F}_{s}^{S R S}\left(x_{0}\right)$ as given by ([22, p.181])

$$
\begin{align*}
\mathrm{E}\left[\hat{O}_{s}^{S R S}\left(x_{0}\right)\right]= & \mathrm{E}\left[\frac{1}{\hat{F}_{s}^{S R S}\left(x_{0}\right)}\right]-1 \approx \frac{1}{\mathrm{E}\left[\hat{F}_{s}^{S R S}\left(x_{0}\right)\right]}+\frac{\operatorname{Var}\left(\hat{F}_{s}^{S R S}\left(x_{0}\right)\right)}{\left(\mathrm{E}\left[\hat{F}_{s}^{S R S}\left(x_{0}\right)\right]\right)^{3}}-1 \\
= & \frac{1-F_{s}\left(x_{0}\right)-\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u}{F_{s}\left(x_{0}\right)+\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u}+\frac{\frac{1}{n_{s}} F_{s}(x) \bar{F}_{s}(x)-\frac{d_{s} f_{s}(x)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\}}{\left(F_{s}\left(x_{0}\right)+\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u\right)^{3}} \\
& +o_{s}\left(d_{s}^{4}\right) . \tag{12}
\end{align*}
$$

With the same argument it can be shown that

$$
\begin{align*}
\operatorname{Var}\left[\hat{O}_{s}^{S R S}\left(x_{0}\right)\right] & =\operatorname{Var}\left[\frac{1}{\hat{F}_{s}^{S R S}\left(x_{0}\right)}\right] \approx \frac{\operatorname{Var}\left(\hat{F}_{s}^{S R S}\left(x_{0}\right)\right)}{\left(\mathrm{E}\left[\hat{F}_{s}^{S R S}\left(x_{0}\right)\right]\right)^{4}} \\
& =\frac{\frac{1}{n_{s}} F_{s}(x) \bar{F}_{s}(x)-\frac{d_{s} f_{s}(x)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\}}{\left(F_{s}\left(x_{0}\right)+\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u\right)^{4}}+o_{s}\left(d_{s}^{4}\right) . \tag{13}
\end{align*}
$$

Hence, the MSE of $\hat{O}_{s}^{S R S}\left(x_{0}\right)$ obtained using (12) and (13). From (11) the SRS kernel-based estimator for the OR of the positive tests in disease to the positive tests in health populations within the $h$ th stratum is given by

$$
\begin{equation*}
\hat{\theta}_{h}^{S R S}\left(x_{0}\right)=\frac{\hat{O}_{Y_{h}}^{S R S}\left(x_{0}\right)}{\hat{O}_{X_{h}}^{S R S}\left(x_{0}\right)} . \tag{14}
\end{equation*}
$$

Now, using the presented approximations in [22, p.181] for the expectation and variance of the ratio of two random variables we get

$$
\begin{gather*}
\mathrm{E}\left[\hat{\theta}_{h}^{S R S}\left(x_{0}\right)\right] \approx \frac{\mathrm{E}\left[\hat{O}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]}{\mathrm{E}\left[\hat{O}_{X_{h}}^{S S S}\left(x_{0}\right)\right]}+\frac{\mathrm{E}\left[\hat{O}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]}{\left(\mathrm{E}\left[\hat{O}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right)^{3}} \operatorname{Var}\left(\hat{O}_{X_{h}}^{S R S}\left(x_{0}\right)\right),  \tag{15}\\
\operatorname{Var}\left[\hat{\theta}_{h}^{S R S}\left(x_{0}\right)\right] \approx\left(\frac{\mathrm{E}\left[\hat{O}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]}{\mathrm{E}\left[\hat{O}_{X_{h}}^{S R S}\left(x_{0}\right)\right]}\right)^{2}\left\{\frac{\operatorname{Var}\left(\hat{O}_{Y_{h}}^{S R S}\left(x_{0}\right)\right)}{\left(\mathrm{E}\left[\hat{O}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right)^{2}}+\frac{\operatorname{Var}\left(\hat{O}_{X_{h}}^{S R S}\left(x_{0}\right)\right)}{\left(\mathrm{E}\left[\hat{O}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right)^{2}}\right\}, \tag{16}
\end{gather*}
$$

where $\mathrm{E}\left[\hat{O}_{s}^{S R S}\left(x_{0}\right)\right]$ and $\operatorname{Var}\left(\hat{O}_{s}^{S R S}\left(x_{0}\right)\right)$ are as in (12) and (13), for $s=Y_{h}, X_{h}$. Therefore, the MSE of $\hat{\theta}_{h}^{S R S}\left(x_{0}\right)$ can be derived by using (15) and (16).

## 4. Kernel estimation of OR using RSS scheme for the $\boldsymbol{h}$ th stratum

The first attempt to find an estimate of CDF using the RSS scheme returns to [34]. They introduced the RSS empirical distribution function and investigated some properties of this estimator. Using the RSS scheme, most authors such as [7], [5] and [17] have been focused on kernel estimation of PDF. [11] introduced the RSS kernel-based of CDF and compared some properties of this estimator with SRS and empirical estimator.

Let ( $Y_{h 1[1] i}, Y_{h 2[2] i}, \cdots, Y_{h r_{Y_{h}}\left[r_{Y_{h}}\right] i} ; i=1,2, \cdots, m_{Y_{h}}$ ) and ( $X_{h 1[1] i}, X_{h 2[2] i}, \cdots, X_{h r_{x_{h}}\left[r_{X_{h}}\right]} ; i=1,2$, $\cdots, m_{X_{h}}$ ) be ranked set samples of sizes $n_{Y_{h}}=m_{Y_{h}} r_{Y_{h}}$ and $n_{X_{h}}=m_{X_{h}} r_{X_{h}}$ from the $h$ th stratum with CDFs $F_{Y_{h}}(\cdot)$ and $F_{X_{h}}(\cdot)$, respectively. The kernel-based estimators of the CDFs for the $h$ th stratum can be defined as follows

$$
\begin{gather*}
\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)=\frac{1}{m_{Y_{h}} r_{Y_{h}}} \sum_{i=1}^{m_{Y_{h}}} \sum_{j=1}^{r_{Y_{h}}} K_{Y_{h}}\left(\frac{x_{0}-Y_{h j[j] i}}{d_{Y_{h}}}\right), \\
\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)=\frac{1}{m_{X_{h}} r_{X_{h}}} \sum_{i=1}^{m_{X_{h}}} \sum_{j=1}^{r_{X_{h}}} K_{X_{h}}\left(\frac{x_{0}-X_{h j[j] i}}{d_{X_{h}}}\right) . \tag{17}
\end{gather*}
$$

Consider (A1)-(A3) and assume that $d_{s} \rightarrow 0$ and $n_{s} d_{s} \rightarrow \infty$ as $n_{s} \rightarrow \infty$. Under these assumptions, as in [11], the bias and variance of the $\hat{F}_{s}^{R S S}\left(x_{0}\right)$ within stratum $h$ is as

$$
\begin{gathered}
\operatorname{Bias}\left(\hat{F}_{s}^{R S S}\left(x_{0}\right)\right)=\frac{d_{s}^{2}}{2} f_{s}^{\prime}\left(x_{0}\right) \int_{-a}^{a} u^{2} k_{s}(u) d u+o_{s}\left(d_{s}^{4}\right), \\
\operatorname{Var}\left(\hat{F}_{s}^{R S S}\left(x_{0}\right)\right)=\frac{1}{m_{s} r_{s}^{2}} \sum_{j=1}^{r_{s}} F_{[j] s}\left(x_{0}\right) \bar{F}_{[j] s}\left(x_{0}\right)-\frac{d_{s} f_{s}\left(x_{0}\right)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\}+o_{s}\left(d_{s}^{4}\right) .
\end{gathered}
$$

Therefore, it can be concluded that

$$
\begin{align*}
\operatorname{MSE}\left\{\hat{F}_{s}^{R S S}(x)\right\}= & \frac{1}{m_{s} r_{s}^{2}} \sum_{j=1}^{r_{s}} F_{[j] s}(x) \bar{F}_{[j] s}(x)-\frac{d_{s} f_{s}(x)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\} \\
& +\frac{d_{s}^{4}}{4}\left\{f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u\right\}^{2}+o_{s}\left(d_{s}^{4}\right) . \tag{18}
\end{align*}
$$

By comparing (9) with (18), we observed that the MSE's are the same except in the first terms of the right-hand side of equalities. As in [11], under the above assumptions and for fixed $n_{s}=m_{s} r_{s}$, $\operatorname{MSE}\left(\hat{F}_{s}^{R S S}\left(x_{0}\right)\right) \leq \operatorname{MSE}\left(\hat{F}_{s}^{S R S}\left(x_{0}\right)\right)$. As in [11], the optimal bandwidth based on RSS scheme for the $h$ th stratum is the same as in (10) and $\operatorname{MISE}\left(\hat{F}_{h}^{R S S}(x)\right) \leq \operatorname{MISE}\left(\hat{F}_{h}^{S R S}(x)\right)$.

According to (17), the RSS kernel estimations of the odds of positive tests in disease and health populations within the $h$ th stratum are obtained by

$$
\begin{equation*}
\hat{O}_{Y_{h}}^{R S S}\left(x_{0}\right)=\frac{1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)}{\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)}, \quad \hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)=\frac{1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)}{\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)} . \tag{19}
\end{equation*}
$$

Using the Taylor expansion, we get

$$
\begin{align*}
\mathrm{E}\left[\hat{O}_{s}^{R S S}\left(x_{0}\right)\right] \approx & \frac{1-F_{s}\left(x_{0}\right)-\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u}{F_{s}\left(x_{0}\right)+\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u} \\
& +\frac{\frac{1}{m_{s} r_{s}^{2}} \sum_{j=1}^{r_{s}} F_{[j] s}\left(x_{0}\right) \bar{F}_{[j] s}\left(x_{0}\right)-\frac{d_{s} f_{s}\left(x_{0}\right)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\}}{\left(F_{s}\left(x_{0}\right)+\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u\right)^{3}}+o_{s}\left(d_{s}^{4}\right), \tag{20}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[\hat{O}_{s}^{R S S}\left(x_{0}\right)\right] \approx \frac{\frac{1}{m_{s} r_{s}^{2}} \sum_{j=1}^{r_{s}} F_{[j] s}\left(x_{0}\right) \bar{F}_{[j] s}\left(x_{0}\right)-\frac{d_{s} f_{s}\left(x_{0}\right)}{n_{s}}\left\{a-\int_{-a}^{a} K_{s}^{2}(u) d u\right\}}{\left(F_{s}\left(x_{0}\right)+\frac{d_{s}^{2}}{2} f_{s}^{\prime}(x) \int_{-a}^{a} u^{2} k_{s}(u) d u\right)^{4}}+o_{s}\left(d_{s}^{4}\right) . \tag{21}
\end{equation*}
$$

Also, the MSE of $\hat{O}_{s}^{R S S}\left(x_{0}\right)$ can be derived by equations (20) and (21).
Corollary 1
By comparing equations (12) and (13) with (20) and (21), we have

$$
\operatorname{MSE}\left[\hat{O}_{s}^{R S S}\left(x_{0}\right)\right] \leq \operatorname{MSE}\left[\hat{O}_{s}^{S R S}\left(x_{0}\right)\right] .
$$

Proof
From $\frac{1}{m_{s} r_{s}^{2}} \sum_{j=1}^{r_{s}} F_{[j] s}\left(x_{0}\right) \bar{F}_{[j] s}\left(x_{0}\right) \leq \frac{1}{n_{s}} F_{s}\left(x_{0}\right) \bar{F}_{s}\left(x_{0}\right) \quad$ (see, [11]), it may be concluded that $\operatorname{MSE}\left[\hat{O}_{s}^{R S S}\left(x_{0}\right)\right] \leq \operatorname{MSE}\left[\hat{O}_{s}^{S R S}\left(x_{0}\right)\right]$.

Now, based on equation (19), the RSS kernel-based estimator of OR within stratum $h$ is defined as

$$
\begin{equation*}
\hat{\theta}_{h}^{R S S}\left(x_{0}\right)=\frac{\hat{O}_{Y_{h}}^{R S S}\left(x_{0}\right)}{\hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)}, \tag{22}
\end{equation*}
$$

with expectation and variance

$$
\begin{gather*}
\mathrm{E}\left[\hat{\theta}_{h}^{R S S}\left(x_{0}\right)\right] \approx \frac{\mathrm{E}\left[\hat{O}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]}{\mathrm{E}\left[\hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)\right]}+\frac{\mathrm{E}\left[\hat{O}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]}{\left(\mathrm{E}\left[\hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right)^{3}} \operatorname{Var}\left(\hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)\right),  \tag{23}\\
\operatorname{Var}\left[\hat{\theta}_{h}^{R S S}\left(x_{0}\right)\right] \approx\left(\frac{\mathrm{E}\left[\hat{O}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]}{\mathrm{E}\left[\hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)\right]}\right)^{2}\left\{\frac{\operatorname{Var}\left(\hat{O}_{Y_{h}}^{R S S}\left(x_{0}\right)\right)}{\left(\mathrm{E}\left[\hat{O}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right)^{2}}+\frac{\operatorname{Var}\left(\hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)\right)}{\left(\mathrm{E}\left[\hat{O}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right)^{2}}\right\}, \tag{24}
\end{gather*}
$$

where $\mathrm{E}\left[\hat{O}_{s}^{R S S}\left(x_{0}\right)\right]$ and $\operatorname{Var}\left(\hat{O}_{s}^{R S S}\left(x_{0}\right)\right)$ are given in Equations (20) and (21) for $s=Y_{h}, X_{h}$. Hence, the MSE of $\hat{\theta}_{h}^{R S S}\left(x_{0}\right)$ derives easily using (23) and (24).
5. The OR estimation using stratified sampling

### 5.1. The OR estimation using SSRS

In order to get the estimator of OR, we need to investigate the convergence property of $\hat{F}_{s}^{S R S}(x)$ and $\hat{F}_{s}^{R S S}(x)$ to $F_{s}(x)$. In this section, we present the common OR estimator and investigate some asymptotic properties. Note that we assume large subpopulations, so the finite correction fraction is negligible. First, consider $\hat{F}_{s}^{S R S}(x)$ and that $F_{s}: \mathbb{R} \rightarrow[0,1]$ is continuous at $x$. [24] verified under assumptions (A1)(A3) that $\operatorname{MSE}\left(\hat{F}_{s}^{S R S}(x)\right) \rightarrow 0$ as $n_{s} \rightarrow \infty$. So, the $\hat{F}_{s}^{S R S}(x)$ is a consistent estimator and it implies $\hat{F}_{s}^{S R S}(x) \xrightarrow{P} F_{s}(x)$. On the other hand, $g(x)=\frac{1-x}{x}$ is a continuous function for any $x \neq 0$. Therefore, $\hat{O}_{s}^{S R S}(x) \xrightarrow{P} O_{s}(x)$. Consequently, by assuming $\hat{O}_{X_{h}}^{S R S}(x) \neq 0$ and $O_{X_{h}}(x) \neq 0$, and using properties of convergence in probability, we have $\hat{\theta}_{h}^{S R S}(x) \xrightarrow{P} \theta_{h}(x)$.

Finally, the kernel-based Cochran Mantel-Haenszel estimator for the underlying population common OR based on the SSRS is given by

$$
\begin{equation*}
\hat{\theta}^{S S R S}\left(x_{0}\right)=\frac{\sum_{h=1}^{L} \hat{\gamma}_{h}^{S R S} \hat{\theta}_{h}^{S R S}\left(x_{0}\right)}{\sum_{h=1}^{L} \hat{\gamma}_{h}^{S R S}} \tag{25}
\end{equation*}
$$

where $\hat{\gamma}_{h}^{S R S}=n_{h} \hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\left(1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)$, and $\hat{\theta}_{h}^{S R S}\left(x_{0}\right)$ as defined in equation (14), is the estimated OR for the $h$ th stratum. By rewriting (25) we get

$$
\begin{equation*}
\hat{\theta}^{S S R S}\left(x_{0}\right)=\frac{\sum_{h=1}^{L} n_{h} \hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\left(1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right)}{\sum_{h=1}^{L} n_{h} \hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\left(1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)} \tag{26}
\end{equation*}
$$

Under assumptions (A1)-(A3) and assume that $d_{s} \rightarrow 0$ and $n_{s} d_{s} \rightarrow \infty$ as $n_{s} \rightarrow \infty$ and by considering large population size, using the approximations for the expectation and variance of the ratio of two random variables, it can be shown by using similar argument as in [22, p.181] that

$$
\begin{align*}
\mathrm{E}\left[\hat{\theta}^{S S R S}\left(x_{0}\right)\right] \approx & \frac{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]}{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]} \\
& -\frac{1}{\left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right)^{2}}\left[\sum _ { h = 1 } ^ { L } n _ { h } ^ { 2 } \left\{\operatorname { V a r } ( \hat { F } _ { X _ { h } } ^ { S R S } ( x _ { 0 } ) ) \left(\mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right.\right.\right. \\
& \left.-\mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right)+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right)\left(\mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]-\mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right) \\
& \left.\left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right\}\right]+\frac{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]}{\left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right)^{3}} \\
& \times \sum_{h=1}^{L} n_{h}^{2}\left\{\operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right. \\
& \left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right\}, \tag{27}
\end{align*}
$$

and

$$
\begin{align*}
& \operatorname{Var}\left(\hat{\theta}^{S S R S}\left(x_{0}\right)\right) \approx\left\{\frac{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]}{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]}\right\}^{2} \\
& \times\left\{\frac { 1 } { ( \sum _ { h = 1 } ^ { L } n _ { h } \mathrm { E } [ \hat { F } _ { Y _ { h } } ^ { S R S } ( x _ { 0 } ) ] \mathrm { E } [ 1 - \hat { F } _ { X _ { h } } ^ { S R S } ( x _ { 0 } ) ] ) ^ { 2 } } \sum _ { h = 1 } ^ { L } n _ { h } ^ { 2 } \left[\operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right.\right. \\
& \left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right] \\
& +\frac{1}{\left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right)^{2}} \sum_{h=1}^{L} n_{h}^{2}\left[\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right. \\
& \left.+\operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right] \\
& -2\left\{( \sum _ { h = 1 } ^ { L } n _ { h } \mathrm { E } [ \hat { F } _ { Y _ { h } } ^ { S R S } ( x _ { 0 } ) ] \mathrm { E } [ 1 - \hat { F } _ { X _ { h } } ^ { S R S } ( x _ { 0 } ) ] ) \left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right.\right. \\
& \left.\left.\times \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right)\right\}^{-1}\left[\sum _ { h = 1 } ^ { L } n _ { h } ^ { 2 } \left\{\operatorname { V a r } ( \hat { F } _ { X _ { h } } ^ { S R S } ( x _ { 0 } ) ) \left(\mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right.\right.\right. \\
& \left.-\mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right)+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right)\left(\mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]-\mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right) \\
& \left.\left.\left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right\}\right]\right\} . \tag{28}
\end{align*}
$$

For more details see Appendix.
The MSE of $\hat{\theta}^{S S R S}\left(x_{0}\right)$ can be easily derived using equations (27) and (28).

### 5.2. The OR estimation using SRSS

In this section, we obtain the Cochran Mantel-Haenszel estimator based on the SRSS kernel-based. For this purpose, we first evaluate the convergency in probability of $\hat{F}_{s}^{R S S}(x)$ to $F_{s}(x)$.

Remark 1
[24] showed for any kernel function $k_{s}(\cdot)$ and under assumptions (A1)-(A3) that $\operatorname{MSE}\left(\hat{F}_{s}^{S R S}(x)\right) \rightarrow 0$ as $n_{s} \rightarrow \infty$. [4] verified the MSE of $\hat{F}_{s}^{S R S}(x)$ with a kernel function with bounded support as [ $\left.-a, a\right]$ is less than that of with unbounded support. So, in this case, we have $\hat{F}_{s}^{S R S}(x) \xrightarrow{P} F_{s}(x)$, as well.

Using Remark 1, we can present the following theorem.

## Theorem 1

Let $\hat{F}_{s}^{R S S}(x)$ be the RSS kernel-based estimator of $F_{s}(x)$ as defined in equation (17) and suppose that $d_{s} \rightarrow 0$ and $n_{s} d_{s} \rightarrow \infty$ as $n_{s} \rightarrow \infty$. Then $\hat{F}_{s}^{R S S}(x) \xrightarrow{P} F_{s}(x)$.

Proof
It is enough to show that $\operatorname{MSE}\left(\hat{F}_{s}^{R S S}(x)\right) \rightarrow 0$. To do this, note that [11] illustrated that $\operatorname{MSE}\left(\hat{F}_{s}^{R S S}(x)\right) \leq$ $\operatorname{MSE}\left(\hat{F}_{s}^{S R S}(x)\right)$. Therefore, using Remark 1 we can conclude that $\operatorname{MSE}\left(\hat{F}_{s}^{R S S}(x)\right) \rightarrow 0$.

Since $\hat{F}_{s}^{R S S}(x) \xrightarrow{P} F_{s}(x)$, it implies that $\hat{O}_{s}^{R S S}(x) \xrightarrow{P} O_{s}(x)$ for $\hat{F}_{s}^{R S S}(x) \neq 0$ and $F_{s}(x) \neq 0$. Hence, by assuming $\hat{O}_{X_{h}}^{R S S}(x) \neq 0$ and $O_{X_{h}}(x) \neq 0$ it deduces that $\hat{\theta}_{s}^{R S S}(x) \xrightarrow{P} \theta_{s}(x)$.

Now, the kernel-based Cochran Mantel-Haenszel estimator of OR based on the SRSS scheme is as

$$
\begin{equation*}
\hat{\theta}^{S R S S}\left(x_{0}\right)=\frac{\sum_{h=1}^{L} \hat{\gamma}_{h}^{R S S} \hat{\theta}_{h}^{R S S}\left(x_{0}\right)}{\sum_{h=1}^{L} \hat{\gamma}_{h}^{R S S}} \tag{29}
\end{equation*}
$$

where $\hat{\gamma}_{h}^{R S S}=n_{h} \hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\left(1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right)$, and $\hat{\theta}_{h}^{R S S}\left(x_{0}\right)$ is the estimated OR for the $h$ th stratum as in (22). Equation (29) can be written as

$$
\begin{equation*}
\hat{\theta}^{S R S S}\left(x_{0}\right)=\frac{\sum_{h=1}^{L} n_{h} \hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\left(1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right)}{\sum_{h=1}^{L} n_{h} \hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\left(1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right)} \tag{30}
\end{equation*}
$$

Under assumptions (A1)-(A3) and assume that $d_{s} \rightarrow 0$ and $n_{s} d_{s} \rightarrow \infty$ as $n_{s} \rightarrow \infty$ and by using similar approximations, as above, the expectation and variance of $\hat{\theta}^{S R S S}\left(x_{0}\right)$ are given by

$$
\begin{align*}
\mathrm{E}\left[\hat{\theta}^{S R S S}\left(x_{0}\right)\right] \approx & \frac{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]}{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]} \\
& -\frac{1}{\left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right)^{2}}\left[\sum _ { h = 1 } ^ { L } n _ { h } ^ { 2 } \left\{\operatorname { V a r } ( \hat { F } _ { X _ { h } } ^ { R S S } ( x _ { 0 } ) ) \left(\mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right.\right.\right. \\
& \left.-\mathrm{E}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right)+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right)\left(\mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]-\mathrm{E}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right) \\
& \left.\left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right)\right\}\right]+\frac{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]}{\left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right)^{3}} \\
& \times \sum_{h=1}^{L} n_{h}^{2}\left\{\operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right. \\
& \left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right)\right\}, \tag{31}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{Var}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right) \approx & \left\{\frac{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]}{\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]}\right\}^{2} \\
& \times\left\{\frac { 1 } { ( \sum _ { h = 1 } ^ { L } n _ { h } \mathrm { E } [ \hat { F } _ { Y _ { h } } ^ { R S S } ( x _ { 0 } ) ] \mathrm { E } [ 1 - \hat { F } _ { X _ { h } } ^ { R S S } ( x _ { 0 } ) ] ) ^ { 2 } } \sum _ { h = 1 } ^ { L } n _ { h } ^ { 2 } \left[\operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right.\right. \\
& \left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right)\right] \\
& +\frac{1}{\left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right)^{2} \sum_{h=1}^{L} n_{h}^{2}\left[\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right.} \\
& \left.+\operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right)\right] \\
& -2\left\{( \sum _ { h = 1 } ^ { L } n _ { h } \mathrm { E } [ \hat { F } _ { Y _ { h } } ^ { R S S } ( x _ { 0 } ) ] \mathrm { E } [ 1 - \hat { F } _ { X _ { h } } ^ { R S S } ( x _ { 0 } ) ] ) \left(\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right.\right. \\
& \left.\left.\times \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right)\right\} \sum_{h=1}^{-1}\left[n _ { h } ^ { L } \left\{\operatorname { V a r } ^ { L } ( \hat { F } _ { X _ { h } } ^ { R S S } ( x _ { 0 } ) ) \left(\mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right.\right.\right. \\
& \left.-\mathrm{E}\left[\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right]\right)+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right)\left(\mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]-\mathrm{E}\left[\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right]\right) \\
& \left.\left.\left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{R S S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{R S S}\left(x_{0}\right)\right)\right\}\right]\right\} . \tag{32}
\end{align*}
$$

Also, the MSE of $\hat{\theta}^{S R S S}\left(x_{0}\right)$ is given by

$$
\begin{equation*}
\operatorname{MSE}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right)=\mathrm{E}\left\{\hat{\theta}^{S R S S}\left(x_{0}\right)-\theta\left(x_{0}\right)\right\}^{2}=\operatorname{Var}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right)+\operatorname{Bias}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right)^{2} \tag{33}
\end{equation*}
$$

Remark 2
Since $\hat{O}_{s}^{S R S}(x) \xrightarrow{P} O_{s}(x)$, so we can estimate $O\left(x_{0}\right)=\sum_{h=1}^{L} W_{h} O_{h}\left(x_{0}\right) \quad$ by $\quad \hat{O}^{S S R S}\left(x_{0}\right)=$ $\sum_{h=1}^{L} W_{h} \hat{O}_{h}^{S R S}\left(x_{0}\right)$. In addition, according to $\hat{O}_{s}^{R S S}(x) \xrightarrow{P} O_{s}(x)$, we can define that $\hat{O}^{S R S S}\left(x_{0}\right)=$ $\sum_{h=1}^{L} W_{h} \hat{O}_{h}^{R S S}\left(x_{0}\right)$ as another estimator of $O\left(x_{0}\right)$. Consequently, using Corollary 1 it can be seen that $\operatorname{MSE}\left[\hat{O}^{S R S S}\left(x_{0}\right)\right] \leq \operatorname{MSE}\left[\hat{O}^{S S R S}\left(x_{0}\right)\right]$, where
$\operatorname{MSE}\left[\hat{O}^{S S R S}\left(x_{0}\right)\right]=\sum_{h=1}^{L} W_{h}^{2} \operatorname{MSE}\left[\hat{O}_{h}^{S R S}\left(x_{0}\right)\right], \quad$ and $\operatorname{MSE}\left[\hat{O}^{S R S S}\left(x_{0}\right)\right]=\sum_{h=1}^{L} W_{h}^{2} \operatorname{MSE}\left[\hat{O}_{h}^{R S S}\left(x_{0}\right)\right]$.

## 6. Simulation study

A simulation study is presented to compare the OR estimator's performance based on SRSS with the estimator using SSRS. Since the SRSS estimator may be based on imperfect rankings, we can use one of the models of the imperfect rankings suggested by [6], [14] and [36]. Some of the models, such as fractions of the random rankings model, concomitant model, and fraction inverse rankings, are widely used in literature. In the present paper, we have used the fraction of random rankings model. Based on this model, one can consider the CDF of the $j$ th judgment order statistic as a convex combination of the

CDF of the real $j$ th order statistic with probability $\lambda$ and the CDF of the underlying population with probability $1-\lambda$, that is,

$$
\begin{equation*}
F_{[j]}(x)=\lambda F_{(j)}(x)+(1-\lambda) F(x), \quad \lambda \in[0,1] \tag{34}
\end{equation*}
$$

where $F_{(j)}(\cdot)$ is the cdf of the true $j$ th order statistic for any $j=1,2, \ldots, r$. It should be highlighted that when $\lambda=1$, the fraction of the random rankings model is transformed into perfect rankings.

Using (34), we are generated needed data based on the Normal and Gamma distributions as underlying distribution $F(\cdot)$. According to equation (4), we obtained the OR for $L=3$ strata. For the $h$ th stratum, we should have chosen $F_{Y_{h}}(\cdot)$ and $F_{X_{h}}(\cdot)$, for $h=1,2,3$. Based on the Normal distribution, we have considered $N(0.25,3), N(0,1)$ as $F_{X_{1}}(\cdot), F_{Y_{1}}(\cdot), N(0.75,2), N(0.5,2.25)$ for $F_{X_{2}}(\cdot), F_{Y_{2}}(\cdot)$ and $N(0.35,1.5), N(1.5,3.5)$ as $F_{X_{3}}(\cdot), F_{Y_{3}}(\cdot)$, respectively. Moreover, based on the Gamma distribution, we have selected $G(3.8,1.7), G(2.5,1.1)$ as $F_{X_{1}}(\cdot), F_{Y_{1}}(\cdot), G(4,1.5), G(1.9,0.7)$ for $F_{X_{2}}(\cdot), F_{Y_{2}}(\cdot)$ and $G(2,0.9), G(3.5,1.45)$ as $F_{X_{3}}(\cdot), F_{Y_{3}}(\cdot)$, respectively.

To compare $\operatorname{MSE}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right)$ with $\operatorname{MSE}\left(\hat{\theta}^{S S R S}\left(x_{0}\right)\right)$, a simulation with 5000 replications has been run using R software. The Epanechnikov's kernel is applied as kernel function (4). The results are presented in Table 1 for the Normal distribution and Table 2 for the Gamma distribution for different $m_{h}$ and $r_{h}$. Furthermore, $x_{0}$ is taken based on some values near to the first, second and third quartiles of $X_{h}$ and $Y_{h}$ 's underlying distributions. Also, the behavior of imperfect rankings by considering different probabilities of true rankings, (i.e. different values of $\lambda=0.5,0.7,0.9,1$ ) is studied and compered with SSRS.
From Tables 1 and 2, the following outcomes can be deduced:

- For fixed values of $m_{h}, r_{h}$ and $\lambda$, all results deduced based on the Normal distribution have the same behavior in comparing Gamma distribution. This illustrates that symmetry of baseline distribution does not affect the behavior of $\hat{\theta}^{S R S S}\left(x_{0}\right)$.
- For a given $r_{h}$, the MSEs of both SRSS and SSRS estimators decrease when $m_{h}$ increases.
- For fixed $m_{h}$, the MSEs of both $\hat{\theta}^{S R S S}\left(x_{0}\right)$ and $\hat{\theta}^{S S R S}\left(x_{0}\right)$ estimators decrease in $r_{h}$.
- For given values of $m_{h}$ and $r_{h}$, the MSEs of OR SRSS estimator decrease when $\lambda$ increases. In other words, when by decreasing the error of rankings, the MSEs of $\hat{\theta}^{S R S S}\left(x_{0}\right)$ decrease and the minimum value of MSE happens when $\lambda=1$, i.e. in perfect rankings case.
- For fixed strata, the MSEs of both $\hat{\theta}^{S R S S}\left(x_{0}\right)$ and $\hat{\theta}^{S S R S}\left(x_{0}\right)$ estimators are decreasing by increasing sample size (see Figure 2).
- For fixed values of $m_{h}, r_{h}, x_{0}$ and $\lambda$, the kernel-based estimator of OR based on SRSS scheme is more efficient than that of the estimator based on the SSRS.

Tables 1 and 2 exhibit we can survey the behavior of the MSEs in the presence of $\lambda$ parameter. For this purpose, Figures 1 and 2 are used to present the results obtained graphically. Figure 1 depicts the MSE plots of $\hat{\theta}^{S R S S}\left(x_{0}\right)$ versus $\hat{\theta}^{S S R S}\left(x_{0}\right)$. From Figure 1, it deduces that SRSS estimators are more efficient than SSRS estimator. Furthermore, Figure 2 exhibits the behavior of the MSEs with respect to variations of sample size. The Figure shows that the MSEs decrease when the sample size increases.

In order to achieve more accurate results, a comparative study of the proposed method with its counterpart based on empirical distribution function as the traditional method of estimation is performed. Moreover, the small sample scenario is considered for each stratum and in overall case. The results of the MSE's are exhibited in Table 3 for the Normal and Gamma distributions by considering different values of $m_{h}, r_{h}$ and $x_{0}$. From Table 3, it can be seen that all the above-mentioned outcomes are also valid for the small samples. Furthermore, the kernel-based estimator is more efficient than the empirical estimator based on both the sampling methods SSRS and SRSS.


Figure 1. Plots of comparison SSRS with perfect and imperfect SRSS based on MSE for Normal and Gamma distributions.


Figure 2. Plots of the behaviour of the MSEs for different values of sample size.
Table 1. The MSEs and bias estimated (in parentheses) for different values of $r_{h}, m_{h}, x_{0}$ and $\lambda$, based on Normal distribution.

| Distribution | $m_{h}$ | $r_{h}$ | $x_{0}$ | $\operatorname{MSE}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right)$ |  |  |  | $\operatorname{MSE}\left(\hat{\theta}^{S S R S}\left(x_{0}\right)\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\lambda=0.5$ | $\lambda=0.7$ | $\lambda=0.9$ | $\lambda=1$ |  |
| Normal | $2,3,4$ | 3,3,3 | -0.59 | 0.25972 (-0.05740) | 0.22050 (-0.05433) | 0.17722 (-0.03339) | 0.16076 (-0.01769) | 0.29380 (-0.13846) |
|  |  |  | -0.30 | 0.25357 (-0.07488) | 0.20611 (-0.06961) | 0.15228 (-0.04325) | 0.13239 (-0.03297) | 0.30080 (-0.09806) |
|  |  |  | 0.00 | 0.23190 (-0.03274) | 0.18572 (-0.03455) | 0.15580 (-0.02477) | 0.11851 (-0.00471) | 0.29225 (-0.07233) |
|  |  |  | 0.25 | 0.23899 (0.00777) | 0.19572 (0.00482) | 0.13812 ( 0.02265) | 0.12092 (0.03881) | 0.26313 (-0.02413) |
|  |  |  | 1.36 | 0.54084 ( 0.44637) | 0.47698 ( 0.45943) | 0.43640 ( 0.47408) | 0.41377 ( 0.48360) | 0.56759 ( 0.41633) |
|  | $2,3,4$ | $3,4,5$ | -0.59 | 0.15753 (0.01313) | 0.12383 ( 0.01313) | $0.09504(0.02751)$ | 0.07157 ( 0.03296) | 0.22247 (-0.21819) |
|  |  |  | -0.30 | 0.14979 (-0.04584) | 0.12328 (-0.04584) | 0.08954 (-0.03157) | 0.06998 (-0.01898) | 0.19939 (-0.06094) |
|  |  |  | 0.00 | 0.15644 (-0.05604) | 0.13198 (-0.05604) | 0.08791 (-0.03239) | 0.06707 (-0.02619) | 0.20640 (-0.08207) |
|  |  |  | 0.25 | 0.16798 (-0.04744) | 0.13123 (-0.04744) | 0.09199 (-0.01286) | 0.07281 (-0.00869) | 0.20357 (-0.06098) |
|  |  |  | 1.36 | 0.52932 ( 0.26035) | 0.47514 (0.26035) | 0.43057 ( 0.29191) | 0.41023 ( 0.30135) | 0.54900 ( 0.47011) |
|  | 4,4,4 | $3,4,5$ | -0.59 | 0.12490 (-0.02987) | 0.10838 (-0.01537) | $0.07804(-0.00704)$ | 0.06338 (-0.00519) | 0.16185 (-0.03779) |
|  |  |  | -0.30 | 0.12118 (-0.03476) | 0.09720 (-0.02637) | 0.06910 (-0.01532) | 0.05232 (-0.01110) | 0.13682 (-0.04368) |
|  |  |  | 0.00 | 0.10642 ( 0.00774) | 0.08882 (0.02080) | 0.06363 (0.02282) | 0.04799 (0.03306) | 0.13138 (0.00583) |
|  |  |  | 0.25 | 0.10171 (0.06116) | 0.08624 (0.07468) | 0.06152 ( 0.08075) | 0.05019 (0.08544) | 0.13075 (0.04605) |
|  |  |  | 1.36 | 0.36303 ( 0.56322) | $0.35104(0.57765)$ | 0.33044 ( 0.58495) | 0.32154 ( 0.59338) | 0.38319 ( 0.54785) |
|  | 4,4,4 | 6,5,4 | -0.59 | 0.11190 (-0.10537) | 0.08636 (-0.09373) | 0.06653 (-0.08350) | 0.05019 (-0.07429) | 0.13589 (-0.11147) |
|  |  |  | -0.30 | 0.09049 (-0.02218) | 0.07060 (-0.02325) | 0.05006 (-0.01128) | 0.03566 (-0.01425) | 0.10599 (-0.04349) |
|  |  |  | 0.00 | 0.07130 (0.07569) | 0.05833 (0.08639) | 0.03791 (0.08836) | 0.02838 (0.09659) | 0.08764 (0.07195) |
|  |  |  | 0.25 | 0.06266 (0.19370) | 0.05092 ( 0.19350) | 0.03450 ( 0.20359) | 0.02623 (0.20825) | 0.07657 ( 0.18381) |
|  |  |  | 1.36 | 0.19170 ( 0.91397) | 0.18947 ( 0.91200) | 0.18210 ( 0.92691) | 0.17480 ( 0.93138) | 0.19891 (0.90770) |
|  | 7,6,5 | 6,5,4 | -0.59 | 0.07917 (-0.12835) | 0.06628 (-0.12252) | 0.04959 (-0.11177) | 0.03899 (-0.11186) | $0.09079(-0.13910)$ |
|  |  |  | -0.30 | 0.05769 (-0.02414) | 0.04644 (-0.02008) | 0.03349 (-0.01606) | 0.02429 (-0.01028) | 0.07255 (-0.03263) |
|  |  |  | 0.00 | 0.04535 (0.11029) | 0.03575 ( 0.11044) | 0.02466 (0.11755) | 0.01786 (0.12196) | 0.05600 (0.10793) |
|  |  |  | 0.25 | 0.03789 ( 0.23920) | 0.03094 ( 0.23690) | 0.02247 ( 0.24802) | 0.01670 ( 0.24788) | 0.04723 ( 0.23646) |
|  |  |  | 1.36 | 0.13754 ( 1.01955 ) | 0.13255 ( 1.02784 ) | 0.13185 ( 1.02922 ) | 0.12925 ( 1.03086) | 0.13863 ( 1.01767 ) |

Table 2. The MSEs and bias estimated (in parentheses) for different values of $r_{h}, m_{h}, x_{0}$ and $\lambda$, based on Gamma distribution.

| Distribution | $m_{h}$ | $r_{h}$ | $x_{0}$ | $\operatorname{MSE}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right)$ |  |  |  | $\operatorname{MSE}\left(\hat{\theta}^{S S R S}\left(x_{0}\right)\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\lambda=0.5$ | $\lambda=0.7$ | $\lambda=0.9$ | $\lambda=1$ |  |
| Gamma | 2,3,4 | 3,3,3 | 1.26 | 0.24431 (-0.13365) | 0.21083 (-0.12085) | 0.16694 (-0.10459) | 0.14419 (-0.11129) | 0.26904 (-0.13552) |
|  |  |  | 1.69 | $0.21114(-0.14777)$ | 0.17559 (-0.13118) | 0.12978 (-0.12641) | 0.11553 (-0.11407) | 0.29210 (-0.14889) |
|  |  |  | 2.04 | 0.24158 (-0.14674) | 0.20025 (-0.13369) | 0.15750 (-0.11693) | 0.13640 (-0.10798) | 0.28844 (-0.15221) |
|  |  |  | 2.44 | 0.30847 (-0.15416) | 0.26225 (-0.14693) | 0.20338 (-0.11928) | 0.16238 (-0.09436) | 0.35534 (-0.16986) |
|  |  |  | 3.00 | $0.49225(-0.13817)$ | 0.39641 (-0.11945) | 0.32968 (-0.08794) | 0.27466 (-0.07430) | 0.56845 (-0.16556) |
|  | $2,3,4$ | $3,4,5$ | 1.26 | 0.19076 (-0.18715) | 0.17098 (-0.19475) | 0.13324 (-0.16510) | 0.11613 (-0.16360) | 0.23040 (-0.18302) |
|  |  |  | 1.69 | 0.15325 (-0.18907) | 0.12796 (-0.17575) | 0.09448 (-0.16092) | 0.07133 (-0.14971) | 0.19634 (-0.19154) |
|  |  |  | 2.04 | 0.16426 (-0.17214) | 0.14264 (-0.15601) | 0.09152 (-0.13825) | 0.07220 (-0.13639) | 0.20262 (-0.19166) |
|  |  |  | 2.44 | 0.20550 (-0.13578) | 0.15511 (-0.12975) | 0.11019 (-0.10612) | 0.09052 (-0.09797) | 0.25049 (-0.14894) |
|  |  |  | 3.00 | 0.29915 (-0.09216) | 0.23793 (-0.07430) | 0.16955 (-0.05204) | 0.13161 (-0.03946) | 0.33164 (-0.10293) |
|  | 4,4,4 | $3,4,5$ | 1.26 | 0.11749 (-0.18302) | 0.10428 (-0.06322) | 0.08683 (-0.05097) | $0.07808(-0.05512)$ | 0.13882 (-0.08256) |
|  |  |  | 1.69 | 0.10025 (-0.19154) | 0.08236 (-0.08903) | 0.06243 (-0.08057) | 0.05079 (-0.07550) | 0.12518 (-0.10154) |
|  |  |  | 2.04 | 0.11639 (-0.19166) | 0.09045 (-0.09361) | 0.06722 (-0.08129) | 0.05210 (-0.07853) | 0.13958 (-0.09707) |
|  |  |  | 2.44 | 0.15283 (-0.14894) | 0.11835 (-0.07826) | 0.08282 (-0.05865) | 0.06608 (-0.06000) | 0.17210 (-0.09120) |
|  |  |  | 3.00 | $0.21107(-0.10293)$ | 0.16976 (-0.05476) | 0.12914 (-0.03415) | 0.10936 (-0.02639) | 0.24922 (-0.07658) |
|  | 4,4,4 | $6,5,4$ | 1.26 | $0.06628(0.06946)$ | 0.05979 (0.07419) | 0.04236 (0.07973) | 0.03597 (0.08067) | 0.07716 (0.07186) |
|  |  |  | 1.69 | 0.06465 (0.01418) | 0.05235 ( 0.01494) | 0.03665 (0.02198) | 0.02727 (0.02900) | 0.08165 (-0.00201) |
|  |  |  | 2.04 | 0.07872 (-0.01117) | 0.06167 (-0.00320) | 0.04278 (-0.00037) | 0.03082 ( 0.00734) | 0.09547 (-0.01245) |
|  |  |  | 2.44 | 0.10379 (-0.03445) | 0.07883 (-0.02237) | 0.05458 (-0.01093) | 0.04148 (-0.00686) | 0.12250 (-0.03934) |
|  |  |  | 3.00 | 0.16227 (-0.04436) | $0.13172(-0.04245)$ | 0.09563 (-0.02445) | 0.06849 (-0.01251) | 0.19462 (-0.05876) |
|  | $7,6,5$ | 6,5,4 | 1.26 | $0.04125(0.12158)$ | 0.03469 (0.12271) | $0.02704(0.12910)$ | 0.02328 (0.12910) | 0.04970 (0.11726) |
|  |  |  | 1.69 | 0.04222 ( 0.05444) | 0.03562 (0.06082) | 0.02263 (0.06439) | 0.01825 (0.06439) | 0.05014 (0.05375) |
|  |  |  | 2.04 | 0.04914 (0.02742) | 0.04106 (0.02680) | 0.02759 (0.03503) | 0.02046 (0.03503) | 0.05999 ( 0.02198) |
|  |  |  | 2.44 | 0.06413 (-0.00731) | 0.05089 (0.00684) | 0.03690 (0.01262) | 0.02730 (0.01262) | 0.07753 (-0.01270) |
|  |  |  | 3.00 | 0.10190 (-0.03207) | 0.08427 (-0.02011) | 0.06008 (-0.01063) | 0.04713 (-0.01063) | 0.12590 (-0.03709) |

Table 3. The MSEs of the empirical and kernel-based estimators of odds ratio based on SSRS and SRSS.

| Distribution | $m_{h}$ | $r_{h}$ | $x_{0}$ | Empirical estimator |  |  |  |  | Kernel-based estimator |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | SRSS |  |  |  | SSRS | SRSS |  |  |  |
|  |  |  |  | SSRS | $\lambda=0.5$ | $\lambda=0.7$ | $\lambda=0.9$ | $\lambda=1$ |  | $\lambda=0.5$ | $\lambda=0.7$ | $\lambda=0.9$ | $\lambda=1$ |
| Normal | 1,2,1 | 4,3,5 | -0.59 | 3.5695 | 2.9823 | 2.0300 | 1.6701 | 1.2972 | 1.0431 | 0.6749 | 0.5450 | 0.3524 | 0.2505 |
|  |  |  | -0.30 | 2.9268 | 2.4868 | 2.1185 | 1.1266 | 0.8694 | 0.7495 | 0.6500 | 0.4365 | 0.3145 | 0.2311 |
|  |  |  | 0.00 | 2.6961 | 2.0986 | 1.5387 | 0.9312 | 0.6636 | 0.7765 | 0.6148 | 0.4020 | 0.2538 | 0.1996 |
|  |  |  | 0.25 | 2.4695 | 1.9304 | 1.1308 | 0.7029 | 0.4920 | 0.7607 | 0.5238 | 0.3745 | 0.2426 | 0.1711 |
|  |  |  | 1.36 | 4.1775 | 2.7385 | 1.8426 | 1.5060 | 1.0934 | 1.6797 | 0.9004 | 0.6534 | 0.4040 | 0.3723 |
|  | 2,3,4 | 3,3,3 | -0.59 | 1.0030 | 0.8398 | 0.8341 | 0.5009 | 0.4770 | 0.2938 | 0.2443 | 0.2108 | 0.1669 | 0.1441 |
|  |  |  | -0.30 | 0.6834 | 0.5939 | 0.5546 | 0.4980 | 0.3642 | 0.3008 | 0.2111 | 0.1755 | 0.1297 | 0.1155 |
|  |  |  | 0.00 | 0.7512 | 0.5756 | 0.4717 | 0.3773 | 0.3184 | 0.2922 | 0.2415 | 0.2002 | 0.1575 | 0.1364 |
|  |  |  | 0.25 | 0.6702 | 0.5147 | 0.4694 | 0.3297 | 0.2852 | 0.2701 | 0.2684 | 0.2622 | 0.2033 | 0.1623 |
|  |  |  | 1.36 | 1.1456 | 0.9720 | 0.9680 | 0.6699 | 0.5981 | 0.5675 | 0.4922 | 0.3964 | 0.3296 | 0.2746 |
|  | 4,4,4 | 3,4,5 | -0.59 | 0.3484 | 0.2948 | 0.2188 | 0.1795 | 0.1532 | 0.1618 | 0.1249 | 0.1083 | 0.0780 | 0.0633 |
|  |  |  | -0.30 | 0.2995 | 0.2536 | 0.1959 | 0.1581 | 0.1363 | 0.1368 | 0.1211 | 0.0972 | 0.0691 | 0.0523 |
|  |  |  | 0.00 | 0.2533 | 0.2189 | 0.1770 | 0.1451 | 0.1167 | 0.1313 | 0.1064 | 0.0888 | 0.0636 | 0.0479 |
|  |  |  | 0.25 | 0.2435 | 0.2104 | 0.1766 | 0.1352 | 0.1091 | 0.1307 | 0.1017 | 0.0862 | 0.0615 | 0.0501 |
|  |  |  | 1.36 | 0.4809 | 0.4517 | 0.4114 | 0.3697 | 0.3530 | 0.3831 | 0.3630 | 0.3510 | 0.3304 | 0.3215 |
|  | 7,6,5 | 6,5,4 | -0.59 | 0.1624 | 0.1413 | 0.1233 | 0.0977 | 0.0807 | 0.0907 | 0.0791 | 0.0662 | 0.0495 | 0.0389 |
|  |  |  | -0.30 | 0.1205 | 0.1016 | 0.0875 | 0.0682 | 0.0563 | 0.0725 | 0.0576 | 0.0464 | 0.0334 | 0.0242 |
|  |  |  | 0.00 | 0.0867 | 0.0792 | 0.0647 | 0.0504 | 0.0419 | 0.0560 | 0.0453 | 0.0357 | 0.0246 | 0.0178 |
|  |  |  | 0.25 | 0.0753 | 0.0644 | 0.0559 | 0.0414 | 0.0358 | 0.0472 | 0.0378 | 0.0309 | 0.0224 | 0.0167 |
|  |  |  | 1.36 | 0.1592 | 0.1546 | 0.1483 | 0.1440 | 0.1397 | 0.1386 | 0.1375 | 0.1325 | 0.1318 | 0.1292 |
| Gamma | 1,2,1 | 4,3,5 | 1.26 | 2.8514 | 2.6510 | 2.6789 | 1.4205 | 1.3250 | 0.6340 | 0.6171 | 0.3838 | 0.2312 | 0.2133 |
|  |  |  | 1.69 | 3.5393 | 2.2837 | 1.8959 | 1.1779 | 0.8976 | 0.6845 | 0.4862 | 0.3488 | 0.2276 | 0.1589 |
|  |  |  | 2.04 | 3.1128 | 2.5447 | 1.4779 | 0.8229 | 0.5836 | 0.7205 | 0.5987 | 0.4047 | 0.2579 | 0.1863 |
|  |  |  | 2.44 | 2.9367 | 2.3339 | 1.8812 | 1.0518 | 0.6994 | 0.9599 | 0.7769 | 0.5559 | 0.3563 | 0.2564 |
|  |  |  | 3.00 | 5.5146 | 3.7958 | 3.0157 | 2.2418 | 2.3222 | 2.3996 | 1.7379 | 1.4236 | 0.7596 | 0.5181 |
|  | 2,3,4 | 3,3,3 | 1.26 | 1.3265 | 1.4999 | 1.0352 | 0.8149 | 0.8460 | 0.2690 | 0.2443 | 0.2108 | 0.1669 | 0.1441 |
|  |  |  | 1.69 | 0.7757 | 0.6075 | 0.5514 | 0.3865 | 0.3239 | 0.2921 | 0.2111 | 0.1755 | 0.1297 | 0.1155 |
|  |  |  | 2.04 | 0.7262 | 0.5409 | 0.4270 | 0.3620 | 0.3041 | 0.2884 | 0.2415 | 0.2002 | 0.1575 | 0.1364 |
|  |  |  | 2.44 | 1.0361 | 0.6176 | 0.4855 | 0.3764 | 0.3547 | 0.3553 | 0.3084 | 0.2622 | 0.2033 | 0.1623 |
|  |  |  | 3.00 | 1.4659 | 1.1192 | 0.8709 | 0.7516 | 0.5806 | 0.5684 | 0.4922 | 0.3964 | 0.3296 | 0.2746 |
|  | 4,4,4 | 3,4,5 |  |  | 0.3835 | 0.2966 | 0.2357 | 0.2019 | 0.1388 | 0.1174 | 0.1042 | 0.0868 | 0.0780 |
|  |  |  | 1.69 | 0.2414 | 0.2202 | 0.1875 | 0.1508 | 0.1291 | 0.1251 | 0.1002 | 0.0823 | 0.0624 | 0.0507 |
|  |  |  | 2.04 | 0.2430 | 0.2106 | 0.1667 | 0.1285 | 0.1127 | 0.1395 | 0.1163 | 0.0904 | 0.0672 | 0.0521 |
|  |  |  | 2.44 | 0.2763 | 0.2348 | 0.2194 | 0.1500 | 0.1306 | 0.1721 | 0.1528 | 0.1183 | 0.0828 | 0.0660 |
|  |  |  | 3.00 | 0.4304 | 0.3905 | 0.2969 | 0.2260 | 0.2105 | 0.2492 | 0.2110 | 0.1697 | 0.1291 | 0.1093 |
|  | 7,6,5 | 6,5,4 | 1.26 | 0.0980 | 0.0902 | 0.0791 | 0.0643 | 0.0550 | 0.0497 | 0.0412 | 0.0346 | 0.0270 | 0.0232 |
|  |  |  | 1.69 | 0.0841 | 0.0721 | 0.0616 | 0.0489 | 0.0414 | 0.0501 | 0.0422 | 0.0356 | 0.0226 | 0.0182 |
|  |  |  | 2.04 | 0.0892 | 0.0777 | 0.0651 | 0.0482 | 0.0414 | 0.0599 | 0.0491 | 0.0410 | 0.0275 | 0.0204 |
|  |  |  | 2.44 | 0.1041 | 0.0993 | 0.0816 | 0.0604 | 0.0509 | 0.0775 | 0.0641 | 0.0508 | 0.0369 | 0.0273 |
|  |  |  | 3.00 | 0.1834 | 0.1537 | 0.1250 | 0.1038 | 0.0854 | 0.1259 | 0.1019 | 0.0842 | 0.0600 | 0.0471 |

7. Illustration using base deficit data

This section's main purpose is to investigate the sampling routine on non-simulated population from the base deficit ( BD ) data. The base deficit in human physiology means a deficit in the total serum concentration of bicarbonate. It can be indicative of metabolic acidosis or compensatory respiratory alkalosis. The use of base deficit as a guide to volume resuscitation in trauma patients, was first established in 1988 by [10]. Since then, the base deficit has been correlated to many variables in the trauma population, such as mechanism of injury, the presence of intra-abdominal injury, transfusion requirements, mortality, the risk of complications, and the number of days spent in the intensive care unit (see, [35] and [9]). It should be highlighted that [32] obtained ordinary OR of the overall BD data using moving extreme RSS and compared it with SRS based on the empirical distribution function. Here, we obtain the Cochran

Mantel-Haenszel OR of the same data using different stratified sampling schemes based on the CDF's kernel-based estimation.

In this illustration, the SSRS and the SRSS samples are drawn from the data collected based on a retrospective study of the trauma registry at Memorial Health University Medical Center in Savannah, Georgia. All trauma patients were assessed by the trauma team between January, 1998 and May, 2000. The BD data contains different attributes such as BD , age, gender and hospital disposition type (alive or dead) from 4579 patients. After removing missing data, we have 4374 samples included 3125 males and 1222 females. Since females and males have different physiological features, we can consider the entire data set as two strata. The stratified samples from female and male strata are selected with sizes 60 ( $r_{1}=5, m_{1}=12$ ) and $50\left(r_{1}=5, m_{1}=10\right)$, respectively, and computed the Cochran Mantel-Haenszel OR estimate for the 20th to the 90 th of quantiles overall BD. By repeating the process for 500 bootstraps resamples with replacement, we compute the OR estimates and corresponding MSE's of the selected values.

Equation (34) is used to select the samples from interested variable based on the imperfect ranking scenario. The results are reported in Table 4. Table 4 includes the following columns: different values of $\mathrm{BD}\left(x_{0}\right)$, OR of population $\theta\left(x_{0}\right)$, estimated values of OR (Estimate), mean squared error (MSE) and relative efficiency ( RE ) which defined as

$$
\operatorname{RE}=\frac{\operatorname{MSE}\left(\hat{\theta}^{S S R S}\left(x_{0}\right)\right)}{\operatorname{MSE}\left(\hat{\theta}^{S R S S}\left(x_{0}\right)\right)}
$$

For different values of $\lambda$, the RE's values have been presented in Table 4. It observes that by increasing $\lambda$, the RE's increase, and the obtained results based on the real data coincide with the presented results in the simulation study.

## 8. Conclusion

In this paper, the kernel-based estimators for the Cochran Mantel-Haenszel odds ratio of the underlying population were suggested based on the SSRS and SRSS. The kernel function with optimal bandwidth considered in the present paper. Moreover, the closed form for the expectation, variance and MSE of the odds and odds ratio estimators obtained for both SSRS and SRSS. Further, we showed analytically that the SRSS kernel-based estimator of the odds has better performance than that of the SSRS counterpart. A simulation study performed to compare these estimators based on the bias and MSE criterions using different sample sizes of strata and in overall. The effect of imperfect rankings on the performance of the proposed estimators discussed. Moreover, the proposed estimator compered with its traditional counterpart, the empirical estimator. We found that our proposed estimators using SRSS still more efficient than using SSRS in all cases. Finally, the performance of the estimators illustrated by using the base deficit data set. According to the obtained results, we recommended that to use SRSS kernel-based estimator, whenever possible, to get more accurate estimates of the odds and odds ratio of biomarkers.
Table 4. The Cochran Mantel-Haenszel OR estimates and corresponding MSEs for BD values based on 500 resamples.

| $B D\left(x_{0}\right)$ | $\theta\left(x_{0}\right)$ | SSRS |  | Estimate | $\operatorname{SRSS}(\lambda=0.5)$ |  | $\operatorname{SRSS}(\lambda=0.7)$ |  |  | $\operatorname{SRSS}(\lambda=0.9)$ |  | $\operatorname{SRSS}(\lambda=1.0)$ |  | MSE | RE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Estimate | MSE |  | MSE | RE | Estimate | MSE | RE | Estimate | MSE | RE | Estimate |  |  |
| -5.00 | 8.88 | 9.0655 | 7.2644 | 9.0102 | 6.2006 | 1.1716 | 8.9897 | 5.3813 | 1.3499 | 8.8882 | 3.3877 | 2.1443 | 8.8827 | 3.2139 | 2.2603 |
| -3.60 | 7.14 | 6.8459 | 3.3398 | 6.6660 | 2.9721 | 1.1237 | 6.6977 | 2.4306 | 1.3741 | 6.5748 | 1.9338 | 1.7271 | 6.5308 | 1.8117 | 1.8435 |
| -2.70 | 5.59 | 5.4109 | 1.9203 | 5.3825 | 1.8959 | 1.0129 | 5.3904 | 1.3553 | 1.4169 | 5.3172 | 1.0104 | 1.9005 | 5.3042 | 0.9016 | 2.1299 |
| -2.00 | 4.94 | 4.5605 | 1.4200 | 4.4794 | 1.3857 | 1.0248 | 4.4274 | 1.2209 | 1.1631 | 4.4537 | 0.9286 | 1.5292 | 4.4169 | 0.8783 | 1.6168 |
| -1.00 | 3.88 | 3.4578 | 0.9508 | 3.4528 | 0.8779 | 1.0830 | 3.4118 | 0.8530 | 1.1147 | 3.3596 | 0.7176 | 1.3250 | 3.3509 | 0.6163 | 1.5428 |
| 0.00 | 2.48 | 2.5706 | 0.6020 | 2.5397 | 0.5813 | 1.0356 | 2.6051 | 0.4571 | 1.3170 | 2.5609 | 0.3339 | 1.8029 | 2.5183 | 0.2855 | 2.1086 |
| 0.60 | 2.26 | 2.1430 | 0.4814 | 2.1032 | 0.3829 | 1.2572 | 2.1613 | 0.3558 | 1.3530 | 2.1192 | 0.2924 | 1.6464 | 2.0932 | 0.2874 | 1.6750 |
| 2.00 | 1.36 | 1.3008 | 0.3189 | 1.3217 | 0.3084 | 1.0340 | 1.2844 | 0.2634 | 1.2107 | 1.3289 | 0.1960 | 1.6270 | 1.3068 | 0.1885 | 1.6917 |

## Appendix

To obtain the expectation and variance of $\hat{\theta}^{S S R S}\left(x_{0}\right)$, let $U=\sum_{h=1}^{L} n_{h} \hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\left(1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right)$ and $V=\sum_{h=1}^{L} n_{h} \hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\left(1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)$. In addition, the expectation and variance for ratio of two random variables $U$ and $V$ are given by ([22, p.181])

$$
\begin{equation*}
\mathrm{E}\left[\frac{U}{V}\right] \approx \frac{\mathrm{E}(U)}{\mathrm{E}(V)}-\frac{\operatorname{Cov}(U, V)}{\mathrm{E}^{2}(V)}+\frac{\mathrm{E}(U)}{\mathrm{E}^{3}(V)} \operatorname{Var}(V), \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[\frac{U}{V}\right] \approx\left[\frac{\mathrm{E}(U)}{\mathrm{E}(V)}\right]^{2}\left\{\frac{\operatorname{Var}(U)}{\mathrm{E}^{2}(U)}+\frac{\operatorname{Var}(V)}{\mathrm{E}^{2}(V)}-\frac{2 \operatorname{Cov}(U, V)}{\mathrm{E}(U) \mathrm{E}(V)}\right\} . \tag{36}
\end{equation*}
$$

On the other hand, we have

$$
\begin{gather*}
\mathrm{E}(U)=\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right], \\
\mathrm{E}(V)=\sum_{h=1}^{L} n_{h} \mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right] \mathrm{E}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right],  \tag{37}\\
\operatorname{Var}(U)=\sum_{h=1}^{L} n_{h}^{2}\left[\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right. \\
\left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right], \\
\operatorname{Var}(V)=\sum_{h=1}^{L} n_{h}^{2}\left[\operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \mathrm{E}^{2}\left[1-\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right. \\
\left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right], \tag{38}
\end{gather*}
$$

and

$$
\begin{align*}
\operatorname{Cov}(U, V)= & \sum_{h=1}^{L} n_{h}^{2}\left\{\operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\left(\mathrm{E}^{2}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]-\mathrm{E}\left[\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right]\right)\right. \\
& +\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right)\left(\mathrm{E}^{2}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]-\mathrm{E}\left[\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right]\right) \\
& \left.+\operatorname{Var}\left(\hat{F}_{Y_{h}}^{S R S}\left(x_{0}\right)\right) \operatorname{Var}\left(\hat{F}_{X_{h}}^{S R S}\left(x_{0}\right)\right)\right\} . \tag{39}
\end{align*}
$$

Finally, by substituting (37)-(39) in (35) and (36) the results are obtained.
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